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A transient inverse heat conduction problem focused on gas quenching of steel plates and
Noam Lior rings is posed and so!ved, both aljalytically and numericgll_y. The guenching objective is

to calculate the transient convective heat transfer coefficient which would produce an
optimized phase transformation cooling curve. The governing nonlinear heat equation is
nondimensionalised, and a small parameter, the reciprocal of the Fourier number, is
identified. This allows the construction of an analytic solution in the form of an
asymptotic series. For higher values of the reciprocal Fourier number, a numerical
scheme incorporating the function specification and Keller Box methods is used to gen-
erate solutions. Comparison of the results proves favorable, and suggests that for this
inverse problem asymptotic methods provide an attractive alternative to solely numerical
ones. [DOI: 10.1115/1.1517271
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Introduction eter which, if large enougtas is the case for thin enough rings or

tes), permits the construction of an asymptotic series solution.

. . .. . . al
Quenching is one of the most critical operations in the he ln interesting feature here is that the inverse problem is reduced
treatment of many metallic parts, affecting internal structure, bo 8 n infinite sequence of direct initial value problems, analogous

mechanical properties and the shape of the product. In the cas?cf; he analytical solution of Burggré®], although obtained by a

steel alloys, one desirable aim is to be able to convert austenlted erent approach. For smaller values of the Fourier number, a

martensite, while limiting the formation of pearlite and bainite : : i
through appropriately rapid cooling of the quenched part. T%émerlcal approach is necessary and this is done through a novel

: ; . : application of the function specification method using future time
cooling rate is determined by ensuring that the temperature duri ps, coupled with the Keller Box method for a nonlinear heat
the ctoollnghprr(])cesslgever extceedfs any;/_vhe;e in Lhe _pa& thehteé'agation, a related linear sensitivity equation and a further varia-
perature which would cause transiormation to undesirable phagg ;) equation. Good agreement with the heat transfer coefficient
at that location. The transformation temperatures can be foun

A . ; . t would be required to achieve a desired cooling curve is ob-
applicable cooling-transformation phase change diagrams for fa6,o4 in the thin plate case, and the numerical scheme developed

alloy in question. Practically, this leads to the prescription of lows an estimate of the validity of the asymptotic method as the
time-dependent temperature profile in the interior of the cons:‘a}ate thickness is increased.

ered geometry, an objective being to find the magnitude and timerq equivalent problem for the ring is found, however, to have
dependence of the surface cooling convective heat transfer CQgfpsigerably more possibilities; amongst these is the fact that un-
ficient which would bring this curve about; this amounts 10 thgqa| cooling at its inner and outer surface can lead to a change in
formulation of an inverse heat conduction probl@MCP). In the 5 qsition of the maximum temperature point, and thence to a more
last decade or so, gas quenching has been gradually and inCrgisicate mathematical formulation for the inverse problem. Con-
ingly developed, for environmental, quality and economical re@gquently, this problem is deferred to later work. For the case of a
sons to replace the traqmonal quen(_:hlng in Ilqwds. This Procegsin ring, however, asymptotic analytic progress is again possible
imposes new computational and fluid dynamics challenges wighq under symmetrical heating conditions, the heat transfer coef-

which FaxelLaboratoriet at the Royal Institute of Technologicient required is found to differ from that for a thin plate only at
(KTH) has been involved for the past several ydafs[1]). This 5 Fod).

paper presents an approach to the solution of some basic inverse .

heat conduction problems related to the process. Reference cik@rmulation

tions to past work related to this subject are given below in the consider the cooling of a steel plate of thickness Hitially at

body of the paper. , , __ auniform temperaturg@, . At time t>0, the outer surfaces of the
Quenched part geometries of a plate and of a ring, as in Figsate atx=+L are subjected to cooling by means of a time-

1(a) and 1(b)respectively, with temperature-dependent therm Iependent heat transfer coefficiér(t). Throughout the process,

conductivity, are considered. Analytical and numerical approachg@s ampient temperatur&, is assumed to be constant. One-

are adopted for the plate. Nondimensionalisation of the governiggnensional heat conduction in the plate is then given by
equations gives the Fourier numhéio) as a controlling param-

JaT 9 aT
Contributed by the Heat Transfer Division for publication in tt®UBNAL OF pcp(T) E = & ( k(T) 5 ! (1)
HEAT TRANSFER Manuscript received by the Heat Transfer Division May 30, 2001; . )
revision received August 5, 2002. Associate Editor: G. S. Dulikravich. where, most generally, the specific heat capacifyand the
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Fig. 2 CCT diagram for SAE 52100 steel

centration can be maximized simply by ensuring that the hottest
point of the plate follows a cooling curve lying below the pearlite
and bainite ‘noses,” which can be seen in Fig. 2. In quenching

flow of impinging practice, conventionally using liquid quenchants, the cooling rate
is constant and determined by the highest temperature profile
gas quenchant slope dictated by the transformation diagram. Since it is more

difficult to attain high cooling rates when using gas as quenchant,
the cooling rate can be reduced during the process to achieve just
the needed one. Furthermore, it is evident that this strategy would
(0) offer a better way of controlling the final composition than, for
instance, cooling at a constant rate, as is given in continuous cool-
ing transformation(CCT) diagrams such as Fig. 2. We proceed
therefore by requesting

thermal conductivityk are assumed to be functions of tempera- T=Ty(1) atx=0, ®)
ture. Assuming symmetry abowt=0, we have the boundary \yhere, for G<t<t,;, wheret; denotes the finishing time for

Fig. 1 Schematic of the problem for:  (a) a plate; (b) a ring.

conditions quenching, the profil@,(t) lies below the curves for phase trans-
oT formation to bainite and pearlite; for the case of a plate, it is at
X =0 atx=0, (2) once clear that, in the absence of heat evolved during phase trans-
formation, the maximum temperature will always be found at
aT x=0.
k& =—h(T-T,) atx=L, ) Nondimensionalising with
and the initial condition X= X = t 9= T
L’ te’ T’
T=T, att=0. (4)

. . . we have, for B=X<1 and Os7=1,
In direct problems,h(t) and T.,, are prescribed, enabling the

straightforward determination of the temperature at any location
within the plate. However, of greater interest here is the inverse
problem, where a certain temperature profileneaning a -
temperature-time curyds desired at a location within the plate,wherek andT, denote, respectively, the dimensionless thermal
and an appropriath(t) must be found to satisfy this constraint.conductivity and specific heat capacity, given by

L ~ a0
Cp(6) ——=Fo——| k(0) = |, (6)

Typically, inverse heat conduction problems of this type have K c
been motivated by the need to determine surface heat transfer k= —, Ep:_p_
coefficients from experimental measurements taken in the interior (k] [Cp]

of a given body; consequently, the associated literature contajggre [k] and[c,] denote characteristic values for these quantities,
numerous contributions which deal with treating the effects @fnd are also used in the definition of the Fourier number, Fo,
experimental uncertaintysee[3] for a comprehensive recent re-through

view). Here, on the other hand, the focus is on being able to cool

the plate in such a way as to convert austenite to martensite, Fo [K]t;

whilst limiting the formation of bainite and pearlite, all that at _p[cp]Lz'

cooling rates which vary with the progress of the phase transfqr- . . . -

mation in a way that tends to minimize distortion of the part ar%quatlon(& is then subject to the boundary conditions

gas fan power consumption. At the simplest level, this involves EY

coupling information derived from a metal phase transformation a_X:O’ 0=26,(7) at X=0, @
TTT-diagram(time-temperature-transformatipwith the solution

to the heat equation. For example, it is clear that martensite comhered,,=T,,/T;, and the initial condition

2 [/ Vol. 125, FEBRUARY 2003 Transactions of the ASME
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+gv=1 atr=0. (8) 1 T(0) ) - ) o

As usual in the inverse formulation, E@) is useda posteriorito 0u(X,7)= E k(6,) Ou()X (19)
deter_mine t_he requireq heat t_ran_sfer coefficient, which in terms of w
the dimensionless variables is given by "c‘,z)( 6,) | . (0, K'(6,) ny

[k1[. o6 O,(X,7)=———| Oy +2{ ————2——1 05| X

h=—-=|k0)— / (6-6.) ©) 24K (6,,) Co(Ow)  k(6y)

L IX et

wheref,,=T,/T;. where dots denote differentiation with respectrtd’hese are es-
sentially the solutions obtained by Burggfaf], although for this

Asymptotic Analysis for Fo> 1: Plates paper we also evaluate using the Maple symbolic manipula-

. ) tion packagd4]. The subsequent expression is extremely lengthy,
_ For sufficiently large values of the Fourier number, correspondyq e do not present it here. Using these, we can arrive at the
ing to thin plates, an asymptotic series solution is pOSSIb|§ppropriate asymptotic expansion for the heat transfer coefficient,

Writing which turns out to be of the form
O(X,7)= 0p(X,7)+Fo 16,(X,7)+Fo 260,(X,7)+O(Fo ) [k]Fo
— —1 —2 —3
Eq. (6), at OF?), is reduced to = thotFohyFFo “hy+O(Fo =)}
J % a6y 0 10 where
7x | k(0o) = | = (10 _ :
LY
subject to 0o~ 0y~ 0., (21)
0—0":0 0,=0,(7) at X=0 (11) -%2(6,) . B0y K'(6,)
ax T o w h1:~P—W 0, + 2:’_0‘”,~ w
— ¢
At O(Fo™1), we have Ek(6w) (O 0-) p(fw) K(6u)
260 20~ 2[R0y 222 4+ g (6,) 220 12 3 |w 22
Cp( o)ﬁ—ﬁ ( o)ﬁ 1 (o)ﬁ (12) _(HW——Gw) O (22)
subject to The expression foh, is also lengthy and not presented here.
36, Issues that are of some interest here are whether the solution
X =0, 6,=0 atX=0 (13) generated in this way is stable and whether the asymptotic series
is convergent. As for stability, it is well-knowe.g.,[8]) that the
whilst at O(Fo ™ 2), method is unstable, since arbitrarily small change8,jrcan lead
to large errors irh. From a practical point of view, as our com-
T.(6, )‘9_‘91+ 0.5 (6 )(9_90: i(~k(0 )‘7_‘92+ 0 "R'(a )‘9_01 parison of analytical and numerical results will show, the impact
PO g TR0 g T X xR A0 X of this on the quality of the method or solution decreases as Fo

increases. As for convergence, some guidelines can be obtained

~ 1 d0q f ; ; ; g
10K (04 = 67" (o) | 222 or the linear IHCP using the Stefan solution f@rwhich can be
2k' (o) 5 1K' 0)] 8X) written as
(14) - di 0 X2i
_j w
subject to 9(X,T)=;) Fo IW(T)(ZT)!' (23)

‘9_02 =0. 6,=0 atX=0 (15) This suggests that the solution should be convergent for all values
axX 72 of Fo, provided thatd,, is infinitely differentiable. For the non-

linear IHCP, however, there cannot be any corresponding state-
ment, and the issue can only be resolved, in general numerically,
on a case-by-case basis for differef.

At O(Fo 9),

~ a6, _, 96, _, 1., 46y
Cp(bo) O +61C,(6o) Oy +1 02C(60) + 5 61C,(6o) 9

3
_ 7 K(6o) ‘7_03+|~(,(90) 9016) ET(”(QO) I 91)) Asymptotic Analysis for Fo> 1: Rings
X X X 6 X We consider an analogous formulation for a quenched ring,
P ~ 1. 96, assumed to be one-dimensioriab axial variation). Consider the
+ X {k’(eo) 03+K"(6p) 6165+ gk”’(ﬂo)ﬂﬂa—x) cooling of a steel ring of thicknessL?2 initially at a uniform
temperatureT; . At time t>0, the outer and the inner surfaces of
(16) the ring, taken to be at=r =L respectively, are subjected to
subject to cooling characterized by a time-dependent heat transfer coeffi-
cient h(t). One-dimensional heat conduction in the ring is then
905 given by
—— =0, 6;=0 atX=0 a7)
X aT 14 aT
Here, primes denote differentiation with respectto Peo(T) 5 = ?a_T(?k(T) ar | (24)

From these, it becomes clear that we have obtained from the

original inverse formulation a sequence of direct problems for thbéga'n' we'requwe that the maximum temperature .ShOUId not ex-
terms in the asymptotic expansion. In particular, we arrive at ceec_iT\,_v(t), hovyever, u_nllke _the _plate, Itis not poss_lble to sp_ecn‘y
' a priori where in the ring this will be, since there is no available

Oo(X, )= 0 (7) (18) symmetry condition; furthermore, it is possible that the location of

Journal of Heat Transfer FEBRUARY 2003, Vol. 125 / 3
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this point with maximum temperature is a function of time. Takinghe general form for the solution fat; will be
the heat transfer coefficients on the inner and outer surfaces to be

h_(t) andh_(t) respectively, we have Tp(Ow)

- 1 . _ -
01(R,T)_5( )aW(T)R2+A1(7)R+Bl(T) (35)

aT [%
k—==Th.(t)(T-T.) att=r.*L (25) _ v _
oar Equation(34) can be used to obtain

Nondimensionalising fort and T as before, but now withR (ho_(7)—ho (7))( Gy~ 6..)

=r/L, Egs.(24) and(25) become, respectively, A(7)=
90 - 2K (6w
Cpl(0) ar Foﬁ IR ( Rk(0) ﬁ) (26) which implies that, regardless of the form Bf(7), the location
and of the maximum temperature is to be found at
[k] T ae,—h ReR a1 . ﬁ:_(ho—(T)_h0+(7'))(0w_9m)
T (H)E_‘*' +(7)(0—6,) atR= c— ( ) Zép(aw)ew
whereR.=r./L. Furthermore, this point will move outwards lif, _(7)>hg, (7),
The thin ring limit does, however, permit some analyticainwards otherwise. Conversely, and analogous to @4), we
progress. WritingR.=¢ ~*(<1), and introducing have the result that the ring cools with the profilg( 7) at leading
1 order provided that
R=R- - .
—2C,(6,,) 06,
3 ’ ho(7)+ho-(7) = — === (36)
we have for—1<R<1, wo T
90 . 5 20 Also, to ensure that the temperature at the hottest point of the ring
o s )
Ty(0) —= _ —~([1+8R]k( 0) _~) (28) should not exceed,,(7), we require
It 1+eR R iR B0m) (ho- (7) =g (7)%( 6y~ 6..)°
T)= = =
and ' 8K( 00T, 0u) B

[K]\~ 96 - Note that in the case whem,_(7)=hg(7), the thin plate solu-
T k() —=%h.(7)(6—0,) atR==1 (29)  tion for 6, is recovered, as is the expression figrin Eq. (21).
IR At O(Fo ?), settinge = yFo !, wherey is anO(1) constant,
This time, we have two small parameters, Eand ¢, and the We have
form of the asymptotic series will depend on their relative mag-

nitudes. Typically(see physical parameters belpwo 1~¢, al- To(0) (?—91+X~R(7—0W +6,C (gw)(}_a‘”
though this feature only turns out to affect the solution at P ar ar P ar
O(Fo ?), as shown below. ) ) )
0 d [~ J -~ d ~ Jd
ALO(FQ), we have - —~(k<0w> — R+ 0K (8,) —f)
P (T((a )6’00) . 0 IR IR IR IR
- o) ——|=
R R _ 37)
subject to subject to
~ 30, A 96,
[k]|~ ~ d6 = K(6y)| —— — | +K'(8,) 0,—
(T k() —=0 atR==x1 (31) (6) R O 0. R (6) lérR
Equation(30) now requires thak(6,)d6,/JR is a function ofr, =%h;.(6,—0.) atR==1 (38)

but Eq.(31) implies that the only possibility i86/9R=0. This, e omit the remaining details here, except to comment that an
combined with the requirement that the temperature should NQuation forh,_(7) andh,. (7) analogous to Eq(36) can be

exceedd,(7), gives as before expected. Instead, we derive a solution based on the assumption

B o thath_(7)=h, (7). At O(Fd”) andO(Fo 1), the solutions fol,
Bo(R,7) = 0u(7) (32) and 6, , respectively, are the same as for the plate, but from Eq.
Next, atO(Fo 1), we have (37) we see that), will have an antisymmetric component due to
ring curvature. Proceeding as before, we have
~(e)‘99° J ”k(a)‘901+a~k'(9)'90° (33)
Cpllp) —=— o) —— TbU1 o) —— _ 20, | . T(6,) K0 ..\
T 4R IR IR 0,(R,7)= ——"| B, +2{ -2 ~( w 62 | R*
subject to 24K ( 6,,) ColOw)  k(6y)
~ a0 - B O4) Oy -
K(0o) == Fhoo(1)(6p—0.) atR==1  (34) - RS A(r)R+By() (39)
JR 6K(6,,)
where hy.. is the first term in the asymptotic series fbr., From Eq.(38), we have
through )
_ XCp(0y) Oy
[K]Fo™* - i Ag(r)= (40)
ht: L {hOt"’FO hlt‘l’o(FO )} Z’R(ew)
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with B,(7) being chosen to ensure théj(R,7) is everywhere which in turn requires knowledge about the sensitivity coeffi-

negative. Finally, we arrive at cients, i.e., the functiod6/Jp.
» B _ Defining 0:=96/9p and Q:=dQ/Jp, we obtain the governing
o C(0w) +( ) ColOw)  K'(6y) equation forg by differentiating Eqs(42) and(43) with respect to
= T i
6K(6,) (64— 6. Cl00) K(6a) 1o obtain

3 -2 45
B m) 9@] (41) v “
. 70 J

~ 0
indicating that although the temperature is affected by the curva- | T;(6) — +T,(0) 0—) =Fo—(
ture at this order, the heat transfer coefficient is not. ir ar ax

k(0)Q+K'(0)6Q) (46)
This is subject to the boundary conditions

Numerical Solution 0=0 at X=0

In what follows, the analytical solutions presented above are 0=1 at X=1
used to test our numerical scheme for the solution of the inverse
problem. Furthermore, the availability of both analytical and nu&nd the initial condition
merical methods provides an estimate of the range of validity of ~
the asymptotic series. 0=0 at 7=17y_4 (48)
. Numerous algorithms can be found in the Ilterat.u‘re fgr the NORis constitutes a linear direct problem férandQ which needs
linear IHCP. Amongst these are the function specification meth%i be solved at every time step; this is in contrast to the linear

([jg_], spa_ce-rrardc_hi_n? tecthhniqukfiﬂHand thosedbasled on the.inftinitelHCP for which the sensitivity coefficients can be determined
imensional adjoint methofi7]. Here, we develop a varian 9N once and for all with just ona priori computation.

existing methods, in that we implement the function specification Now writing
method[9] by means of the Keller Box schemi#0] and Newton
iteration, a combination which, in spite of its versatility for the r ~

solution of nonlinear parabolic direct problems, appears not to (p::E (Oom—1+1— Ow(Tm—1+1)) 0o m—1+1 (49)
have been used at all for inverse problems of this type. In fact, the =1

method proves to be particularly suitable for handling the resulf;e requiree=0, for which an iterative loop foB is required.

ing sensitivity equations, as well as for updating the latest Surfaﬁ‘:énoting byv the iteration index fo, we updates using New-
heat flux iterate, as shown below. In addition, it is not necessary{}, iteration according to '

employ quasi-linearization of the temperature-dependent proper-

ties, as has been done in some numerical sch¢®mas,12]; this do
. . . . . (v+1)— pv) _ —

feature is desirable, since it ensures that the scheme remains B B ¢ B

second-order accurate in both time and space variables, which

becomes of increasing importance if the thermal properties vampere

strongly with temperature. Thus, our treatment of the direct prob- '

] for T=<7t<7h_1.r (47)

lem is accurate as it can be without going to higher-orderﬁ_<P
schemes, and accuracy is only limited by the nature of the inversgg |
algorithm, which is known to be unstable if too small time steps

are used9]; for details regarding numerical uncertainty, thereford;or the linear IHCP, the sensitivity coefficients are independent of
we refer to[9]. In what follows, we consider plate solutions,3, so thatde/dB would already be available, singehas already
where the location of the maximum temperature is known; solbeen solved for. For the nonlinear IHCP, this is not the case, and

~ r

900,m—1+1 ~
= (60,m71+l_6w(7'm71+|)) - +2 0%,m—1+|
1 B =1

tions for rings are postponed for future work. additional variational equations for
Writing Eq. (6) as the two first-order equations ~ ~
96 0 ad Q 9
Q= (42) B T aB
have to be solved. Differentiating Eq&l5)—(48) with respect to
2,(0) 22 = Fo (K()Q) (43 POves
P ar ax( (0)Q o
and introducing a rectangular mesh with grid points at Q= X (50)

(7§)j=0,...mand (X))i=o,... N, WhereM andN are the number of

points in 7 and X respectively, the function specification method Y 20 P

proceeds as follows. Assuming thaandQ have been determined Tp(0) — +T/(6) — | =Fo— (k(0)Q+Kk'(6)6Q)+q

for 0<r<r,_;, where I=m=<M, we temporarily assume that gr P T X

Qu =g for r future time steps £, 1<7<7y,_1.,), and solve (51)
the direct problem fofr=7,,..,7_1+,, With the boundary con- \here

ditions Qy =8 and Qgx=pB (k=m,..,m—1+r). Next it is re-

quired to minimize the functional d S (VTSR OV F? p—_— a6 ~y 00
— . ’ + k" _ ’ =N -
; q FO&X( (0)0Q+Kk"(0)6°Q) Cp(é’)ﬁ’w Cp(0)0 or
. _ 2
S";l (Bo,m-1417= 6wl Tm-1.1)) (44) subject to the boundary conditions
with respect tog; this requiressS/dB=0, i.e., O0=0 at X:O}
R for T=T<Tn_1.r (52)
Er (Bom 11~ Bul7n 1)) 22 Q=0 At
e om s P me L p and the initial condition
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=
400+
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Time, t [s] ()
Fig. 3 Cooling curve used in this study 10000
------ 1-term
8000 " 2-term ;
N | B 3-term
=0 at 7=17 1 (53) ~§ 6000+ — numerical 4
This also constitutes a linear direct problem fband © which ‘s
needs to be solved at every time step. = 4000

Finally in this section, we note the computational budget fc =
this method in order to advance one time step, relative to tl = 2000
budget for a one-step advance for the nonlinear direct proble -=
With the convergence criterion at théh time step for Eqs(42)
and (43) taken to be 0

N (8T — M| 10T Y — QW) <1070 ) . . . . .
|61 W LIQHT=QiD 2000, T 55 m m <
the number of Newton iteration,q,,; Was typically found to be Time, t [s]
3—4. However, a one time-step advance for the nonlinear invel b
problem requires (b)
1) Egs. (42) and (43) to be solved over time steps KN peut 4
operations); x 10
2) Egs. (45) and (46) to be solved over time steps(r opera-
tions);
3) Egs.(50) and (51) to be solved over time steps(r opera-
tions); ek 3-term
4) steps 1-3 to be repeated until convergencesfes obtained - —— numerical
(rNyadNpewit 2) operations. o

Here, one “operation” is denoted to mean the solution bf ( g 47
+1) linear equations, either those arising from the linearisation
step 1, or those in steps 2 and 3. In summary, the total budget re

is found to be é 2
=
INyad Npewrt 2) 0
Nnewt
so that, withN,,, also typically 3—4, approximatelyréas many -2 ' ' ' y '
operations are required to solve the inverse problem as are 0 10 20, 30 40 50
quired to solve the direct problem. For the majority of compute Time, t [s]
tions carried out here, we todd =201,N=100, andr =4; with (©

these specifications, a solution was obtained within several sec-

onds on a 500 MHz Compagq Alphaserver with 3GB RAM. Addifig. 4 The required convective heat transfer coefficient, h(1),
tional computations foN =200 were also carried out to test foras calculated by the analytical method using 1, 2, and 3 series

grid independence in respect of the space varia¥jeyo differ- expansion terms, and by a numerical method: (a) Fo™1=0.02;
ence was observed between resultsNiet 100 andN=200, and (b) Fo~!=0.1; and (¢) Fo~'=0.2.

subsequently only the coarser mesh was used. Of considerably

greater significance is the total future timar, whereAr is the

mesh spacing in time; here, a uniform mesh was used throughaugrical uncertainty for all the runs ©(10™4).

so thatA 7=1/(M —1). The results of investigations of this com- As for numerical validation of the scheme, this is provided in
bined effect are given in the next section. Additionally, since ththe next section through comparison with truncations of the
numerical scheme is second-order accurate, we have that the asymptotic series. In addition, the code was checked against the
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Fig. 5 Selected quantities as numerically computed for 3, 4, and 5 future time steps in the model (Fo~1=0.07): (a) the con-

vective heat transfer coefficient,  h(t), at x=L; (b) the temperature, T,(t), at x=0; (c) the surface temperature at x=L; and (d)
the surface heat flux at x=L.

test case of a triangular heat flux given[®) (e.g., see p. 169), constant cooling curve and thus allow slowest cooling rates

and excellent agreement was found, although for the sake of bréwhich is industrially desirable both to minimize cooling cost and

ity we do not present the results here. product distortioly after that, more rapid cooling is used to avoid
the 1 percent bainite “nose.” Using Eq&1) and (22), we have

Results P
The analytical and numerical considerations given above are ho=
implemented for the quenching of SAE 52100 steel. The physical Ou 0-
properties used are: 1 M92 342
- w \

k(T)=ko+kiT, co(T)=co (54) M= S 100 (O 0) | Tt 1) (=62

so that{k]=ko, [cp]=Co,, and then It is instructive to discuss the behavior of the solution in terms of
& 0)=1+p0, T(0)=1 the value of Fo!. This is done in Figs. 4(ac), which compare

the heat transfer coefficients for the asymptotic analytical solution

where u=K;T;/ky. We takeT;=860 C, Ti=20C, t;=505s,Co and the numerical solution for F4=0.02, 0.1, and 0.2, respec-
=635Jkg ' C !, ko=15.0Wm ' C !, k;=0.0142Wm*C 2, tively.
p=7810 kgm 3. As for geometrical parameters, the computations In Fig. 4(a), good agreement is obtained between the results of
are based around the quenching of a ring with inner radius 0.02f numerical method and the one and two-term expansions of the
m and outer radius 0.034 m. Consequently, we hawe).003 m analytical method. At gradient discontinuities Bf(t), the ana-
andr,=0.031 m, and so Fo'~0.07,e~0.1. Thus, although we lytical method gives discontinuities in(t), whereas the numeri-
present only solutions for a plate, they should constitute good fisdl scheme smoothes these out. Note here the interpretations of
approximations to a ring of the same thickness. the solution behavior at each of these three discontinuities. For the

Results are presented for the cooling curve shown in Fig. st two, the behavior is similar, with a moderately rapid increase
which has been constructed in such a way that it approaches thia the heat transfer coefficient profile being necessary to attain the
percent pearlite “nose” more closely than would a conventionalesired temperature profile; at the third, however, an initially
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Time [s] Time, t [s]
a
@ Fig. 7 Comparison of the numerically computed convective
6000 ¢ heat transfer coefficient with constant (“linear” ) and
-------- =5 temperature-dependent  (“nonlinear” ) thermal conductivity
—_—r=6 1= =
50001 - (Fo 0.07,r=4)

— 4000 . .
i unsmooth boundary conditions; as a consequence, the asymptotic
< 3000l series may provide a useful, and often very accurate, approxima-

£ tion to the full numerical solution, provided enough terms are

= calculated. For this case, the numerical instability mentioned in

— 2000¢ Fig. 4(b) appears to be even more severe fer4, with oscilla-

= tions occurring at all three gradient discontinuitiesTg{t). How-

= 10001 ever, as shown below, the way to alleviate these appears to be to

increase the value of
0 ————— We give also some results for a plate for which Ee 0.07.
' Fig. 5(a) demonstrates the effect of the number of future time
-1000 . . s ' »  steps used, on the heat transfer coefficient; the effect appears to
0 10 20 30 40 50 be noticeable only at the gradient discontinuitie§ gtt), but we
Time [s] notice here that increasimgfrom 3 to 5 removes the unphysical
(b) oscillation att= 33 s. Figure 5(bgives a comparison of the speci-

fied temperaturd,(t), with that actually computed numerically
Fig. 6 The convective heat transfer coefficient,  h(t), at x=L  0r r=3,4,5. Note here that whilst the numerical scheme copes
for Fo~1=0.07 with: (a) Ar=1/100, r=3, 4, 5. and (b) A+ Well with the first two gradient discontinuities, it copes less well
=1/300, r=5, 6, 7. with the third, with the functiona8in Eqg. (44) being minimized

in such a way that the computed temperature undershoots the

desired profile(cf. Fig. 3), although the extent of the undershoot

decreases with increasedrig. 5cgives the temperature profile at
negative value, corresponding to heating, is required. Note alg@ quenched surface, and a comparison of Figs) &nd 5(c)
that the peak prior to this discontinuity is not due to the discontindicates the extent to which plate is a lumped body. Figl) 5
nuity itself, but simply as a consequence of the fact #atis  shows the heat flux at the quenched surface; here, as in @jg. 5

decreasing whilst,, is constant(cf. Eq. (21)). the higher values of appear to confer increased stability on the
Increasing Fo? further to Fo 1=0.1, Fig. 4(b)shows that, for solution at the gradient discontinuities Bf,(t).
the final part of the quenching curve, an oscillationhift) ap- Figures 6(a)and 6(b), in tandem with Fig. 5(a), explore the

pears in order to maintain the desired temperature of 200°C; thismbined effect off A7 on the solution for Fol=0.07. As is

we interpret as an instability in our numerical scheme which arisesident, all perform in qualitatively similar fashion, but perhaps

as Fo'lis increased, in combination with the sudden jump in ththe most interesting quantitative conclusion concerns the stability

gradient ofT,,(t). Prior to this, we see that the three truncatedf the scheme nedr=33 s. In particular, the common feature we

asymptotic series agree well with the numerical solution until 2find is that the non-physical oscillations i{t) there can be re-

s, but then the one-term series severely underpredicts the requimealved provided thatA 7 exceeds a certain critical value: in Fig.

heat transfer coefficient; the two-term series performs signifi{a), this value is in the rang¢0.02,0.025]; for Fig. 6(a),

cantly better, and the three-term series better still, but it appe&@s033,0.04]; for Fig. 6(b)(.02,0.0233].

that more terms in the asymptotic expansion would be necessaryinally, Fig. 7 compares the results of a nonlinear computation,

to provide even better agreement. using Eq.(54), with those of a linear one where the thermal con-
In Fig. 4(c)for Fo 1=0.2, it becomes even clearer that furthedluctivity is taken to be

terms in the asymptotic expansion must be added, although as in K(T)=Ko+k, T

Fig. 4(b)the trend appears to be in the right direction. An impor- 07 Tay

tant mathematical point here is that since the asymptotic solutiamereT,,=530°C, the average of the start and end temperatures.

is composed of analytical solutions to ordinary differential equas is apparent, for this particular case, the linear formulation leads

tions, it is free of the oscillations that a numerical solution to ® an underestimate in the heat transfer coefficient required to

partial differential equations may possess due, for example, dbtain the desired quenching conditions.
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equations were nondimensionalised and the Fourier nuitmr

was identified as a key controlling dimensionless paramet®jomenclature

Asymptotic series could be constructed using this parameter, and T
these were found on the whole to compare well with results from C(T)
a numerical scheme that was also implemented. The nature of the~

Co(0)
cooling temperature profile used, a piecewise linear function of
time, indicates some of the features of inverse problems with un- [c,]
smooth boundary conditions: whilst both methods agree well on ,‘:’O

smooth portions of the cooling profile, difficulties were encoun-
tered with the numerical scheme at gradient discontinuities, al-
though not necessarily so. Associated with this is the number gﬁ ). o1
future time steps;,, that were required. Where the cooling curve is _(t)
smooth,r =3 was sufficient; otherwise, as many as 5 or 6 were

h(t)

necessary to stabilize the solution after a gradient discontinuith;..);—o .

and our experiences show that higher values of'f@orrespond- k(T)
ing to thicker geometries, lead to greater difficulties in this re-
spect. As for the asymptotic series, it proved advisable to use a Kk(6)
symbolic manipulator to compute its terms, since the algebra be-
comes exceedingly lengthy after just a couple of terms. However, (k]
a two-term series appeared to be sufficient for predicting the heat L
transfer coefficient to within a couple of percent for Fo as high as
10 for the cooling curves used here.

This work is our first attempt to couple heat transfer to the
control of phase transformations in quenching in an inverse way,
i.e., by predicting the convective heat transfer coefficient that
would be necessary to produce a quenched product with a desired
composition, and which follows the progress of the phase trans-
formation in a way which tends to optimize the procésse, for
instance, [13] for another example, although not related to
guenching). The plate/ring quenching analogy provided here was
useful for sufficiently large values of the Fourier number, although
solutions were presented mainly for the plate. Finally, we should
note the advantages of the twin analytical/numerical approach pre-
sented here. In particular, nondimensionalisation identifies the
magnitudes of key controlling parameters, and thence possibly
simple closed-form series solutions that would not have been evi-
dent from the original formulation. These solutions can then serve
as a quantitative check against numerical algorithms for the IHCP;
in fact, to the authors’ knowledge, this may well be the first time
that this has been done. In particular, we note how the approaches
complement each other as Fois increasedcf. Figs. 4(a-c): the
numerical approach gives the desired solution, although this can TW(t)
prove unreliable as a singularity in the boundary conditions is T,
reached; at this point, the analytical solution can provide a guide
as to how the desired solution should behave. In addition, the fact
that we have implemented the versatile and efficient Keller Box
scheme within an inverse problem setting indicates that it should
be possible to incorporate, in an expedient way, more of the physi-
cal features associated with gas quenching, such as phase trans-
formations and distortion.

Naturally, a full treatment of a coupled inverse/optimization
problem of this sort in gas quenching would involve the inverse 6,,(7)
prediction of the optimal time-dependent heat transfer coefficien{d;)i—o 1..

Nnewt

N

<
2

- P g =|OQLO a

7

m ™ X x

SSISYEN

in three dimensions for arbitrary complex geometries, with all 0.
physical phenomena modeled in the numerical simulation. Never- P
theless, the validation of computer codes for such calculations T
would require benchmark comparisons in simple geometries, such ¢
as those presented here. Finally, the algorithm presented would be X

useful in practice in reducing computational time for inverse prob-

lems involving simpler geometries, where there is no need to uReferences
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Nusselt Number Behavior on
Deep Dimpled Surfaces Within
a Channel

N. K. Burgess
Experimental results, measured on a dimpled test surface placed on one wall of a channel,
M. M. Oliveira are given for a ratio of air inlet stagnation temperature to surface temperature of ap-
. . proximately 0.94, and Reynolds numb&g, from 12,000 to 70,000. These data include
P. M. ngram friction factors, local Nusselt numbers, spatially-resolved local Nusselt numbers, and

globally-averaged Nusselt numbers. The ratio of dimple depth to dimple print diameter
4D is 0.3, and the ratio of channel height to dimple print diameter is 1.00. These results

Convective Heat Transfer Laboratory, . L h . . A
are compared to measurements from other investigations with different ratios of dimple

Department of Mechanical Engineering,

MEB 2202, 50 S. Central Campus Drive depth to dimple print diametef/D to provide information on the influences of dimple
' University of Utahy depth. At all Reynolds numbers considered, local and spatially-resolved Nusselt number
Salt Lake City, UT 84112—9205 augmentations increase as dimple depth increases (and all other experimental and geo-

metric parameters are held approximately constant). These are attributed to: (i) increases
in the strengths and intensity of vortices and associated secondary flows ejected from the
dimples, as well as (i) increases in the magnitudes of three-dimensional turbulence pro-
duction and turbulence transport. The effects of these phenomena are especially apparent
in local Nusselt number ratio distributions measured just inside of the dimples, and just
downstream of the downstream edges of the dimp|&OI: 10.1115/1.1527904

Keywords: Fluids, Heat Transfer, Internal, Turbines, Vortex

Introduction on surfaces imprinted with staggered arrays of two different

Dimples are used on the surfaces of internal flow passages\gggpes of concavi_ties. In some cases, enhancement of the overall
cause they produce substantial heat transfer augmentations, SRt transfer rate is about 2.5 times smooth surface values over a
pressure drop penalties which are smaller than other types of h&¥tge of Reynolds numbers, and pressure losses are about half the
augmentation devices, such as rib turbulators. Arrays of dimpl¥alues produced by conventional rib turbulators. Lin et[al
accomplish this(i) by ejecting multiple pairs of vortices, which Present computational simulation results of the flow structures,
increase local, three-dimensional turbulence transport, as they #@w streamlines, temperature distributions, and resulting surface
vect downstream, andi) by not protruding into the flow, and heat transfer distributions for the same geometries and flow con-
therefore, by not increasing losses due to form draj Also ditions. Moon et al.[10] give data that illustrate the effects of
important are the unsteadiness associated with vortex pair shedannel height on heat transfer and pressure losses on a surface
ding, and the reattachment of the shear layer which forms acragsh a staggered pattern of dimples. According to the investiga-
the top of each dimple. Dimples are also attractive heat transfgfs, improvements in heat transfer intensification and pressure
augmentation devices because they generally require uncompjsses remain at approximately constant levels over the ranges of
cated manufacturing procedures, particularly if the dimple shapgynolds number and channel height investigated. Mahmood
is a spherical |ndentz_:1t|on. Because of this characte_rlstlc_:, dlmplglsa'_ [1] describe the mechanisms responsible for local and
do not a_dd extra weight onto a component, e_speually if ;urfag atially-averaged heat transfer augmentations on flat channel sur-
material is removed to form the dimples. On thinner materials, a . .

qaces with an array of dimples on one wall. Only one channel

indentation producing device can be used to form the dimpl ) - . ;
which then gives protrusions on the opposite side. This then le ght, eq_ual _to 50 percent of the dimple print diameter, is used in
dRe,investigation.

to another advantage because substantial heat transfer augm )
tions are also provided by the array of protrusions. In the present study, spatially-resolved surface Nusselt num-

A number of heat transfer studies from Russia utilize dimple8ers, spatially-averaged surface Nusselt numbers, and friction fac-
These studies employ flows over flat walls with regular arrays &rs are presented for a stationary channel with an aspect ratio of
spherical pit§2], flows in annular passages with a staggered arry and an array of dimples located on one of the widest surfaces.
of concave dimples on the interior cylindrical surfa@é, flows in  Of particular interest are the effects of dimple depth, as the dimple
single hemispherical cavitigg,5], flows in diffuser and conver- print diameter, spacing between the dimples, and experimental
gent channels each with a single hemispherical caiy and conditions are all held constant. Because deep dinfpliés depth
flows in a narrow channel with spherically shaped dimples placediual to 30 percent of the print diametare used, and because
in relative positions on two opposite surfaddd. Heat transfer comparisons are made regarding the effects of dimple depth, the
augmentations as high as 150 percent, compared to smooth $jEsent investigation is different from other existing studies. The
faces, are reported, sometimes with appreciable pressy@sent experiment is designed to model internal cooling passages

losseq3]. v ch g q he infl fof the airfoils employed in gas turbines used for utility power
More recently, Chyu et a[8] present data on the influences ofyoneration. However, the improvements in surface heat transfer

Reynolds number on local heat transfer coefficient distributio gmentation produced by arrays of dimples are also useful in a

variety of other practical applications, including electronics cool-

Contributed by the Heat Transfer Division for publication in tt®BNAL OF . . . . .
HEAT TRANSFER Manuscript received by the Heat Transfer Division April 29, 2002,mg’ heat exchangers, micro-scale passages, bio-medical devices,

revision received September 13, 2002. Associate Editor: C. Amon. and combustion chamber liners.
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Fig. 1 Schematic diagram of the experimental apparatus used
for heat transfer measurements
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Channel and Test Surface for Heat Transfer Measurements.

Top Surface
123.3

41.1
window Iécations
Bottom Surface
z
[ OXeTeXeXoNoToTousXoXoXeXONOLS
OB/ OEE000D
SO OO0
COGOOOOOTO00
X SB B BB A BN BT AT AED
e e e e e e e e Te;
BB BBERTETED
S

Flow Direction
D = dimple print diameter = 5.08 s =8.22
8 = dimple depth = 1.524 p=4.11

Fig. 2 Schematic diagrams of the top and bottom dimpled test
surfaces. All dimensions are given in cm.

array. Also identified in Fig. 2 is the test section coordinate system
employed for the study. Note that tiecoordinate is normal from
the test surface.

All exterior surfaces of the facilitybetween the heat exchanger
and test section) are insulated with Styrofoam k(
=0.024 W/mK), or 2 to 3 layers of 2.54 cm thick, Elastomer
Products black neoprene foam insulatiok=(0.038 W/mK) to
minimize heat losses. Calibrated copper-constantan thermo-

A schematic of the facility used for heat transfer measurementscRUPles are located between the three layers of insulation located
shown in Fig. 1. The air used within the facility is circulated in ground the entire test section to determine conduction losses. Be-

closed-loop. One of three circuits is employed, depending up
the Reynolds number requirements in the test section. For R&Y.

bueen the first layer and the 3.2 mm thick acrylic, dimpled test

irface is a custom-made Electrofilm etched-foil hegacapsu-

nolds numbers Reless than 10,000, a 102 mm inner diametefdted between two thin layers of Kaptoto provide a constant
pipe is used, which is connected to the intake of an ILG Industriégat flux boundary condition on the bottom dimpled test surface.
10P type centrifugal blower. For Reynolds numbers betwedilis custom-made heater is designed and cons}ructed so that it
10,000 and 25,000, the 102 mm pipe is connected to the intakefgows the convex contoqr of the test surf_ace behind each dimple.
a Dayton 7C554 radial drive blower. For higher Reynolds num-he bottom dimpled acrylic surface contains 24 copper-constantan
bers, a 203 mm inner diameter pipe is employed with a New Yofpermocouplgs. Each of these .thermocouples is located 0.051 cm
Blower Co. 7.5 HP, size 1808 pressure blower. In each case, {Hat below this surface to p_rovnde measurements of Io_cal surface
air mass flow rate from the test section is meastgtream of temperatures, after correction for thermal cpntact reS|stanc¢ and
which ever blower is employédising an ASME standard orifice {emperature drop through the 0.051 cm thickness of acrylic. A
plate and Validyne M10 digital pressure manometer. The blowgfoSs-sectional view of a similar test section is presented by Mah-
then exits into a series of two plenur@&9 m square and 0.75 m mood and Ligran[11]. Acrylic is chosen because of its low ther-
square). A Bonneville cross-flow heat exchanger is located J&&l conductivity k=0.16 W/mK at 20°C to minimize stream-
tween two of these plenums. As the air exits the heat exchangeM{f€ and spanwise conduction along the test surface, and thus
enters the second plenum, from which the air passes into a ré®himize “smearing” of spatially varying temperature gradients
angular bell mouth inlet, followed by a honeycomb, two screen§!°”9 the test surface. The power to the foil heater is controlled
and a two-dimensional nozzle with a contraction ratio of 10. This

nozzles leads to a rectangular cross-section, 411 mm by 50.8 mm

inlet duct which is 1219 mm in length. This is equivalent to 13.5 3.68

hydraulic diameters(where hydraulic diameter is 90.4 mm

Boundary layer trips are employed on the top and bottom surfac
of the inlet duct, just upstream of the test section, which follow
with the same cross-section dimensions. It exits to a 0.60
square plenum, which is followed by two pipes, each containir

an orifice plate, mentioned earlier.

Figure 2 presents geometric details of the test section, includi
the bottom dimpled test surface, and the top smooth surfac
Dimple geometry details are given in Fig. 3 for the present stuc
as well as for dimples from Mahmood et &L], which are used

Present study Mahmood et al. [1,15]

for comparison. In the present study, a total of 29 rows of dimplggy. 3 Schematic diagrams of individual dimple geometry de-
are employed in the streamwise direction, with 4 or 5 dimples #ails for the present study and for Mahmood et al. ~ [1]. Al di-

each row. The dimples are positioned on the surface in a staggeteshsions are given in cm.
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and regulated using a variac power supply. Energy balances, pegss, contrast, and aperture camera settings are used to obtain the
formed on the heated test surface, then allow determination efperimental data. Thie situ calibration approach rigorously and
local magnitudes of the convective heat flux. accurately accounts for these variations.

. Images from the infrared camera are recorded as 8-bit gray
Local Nusselt Number Measurement. The mixed-mean gcaie directly into the memory of a Dell Dimension XPS T800r
stagnation temperature of the air entering the test section is m computer using a Scion Image Corporation Frame grabber
sured using five calibrated copper-constantan thermocoup|ggeq card, and Scion image v.1.9.2 software. Three sets of 60
spread across the inlet cross-section. To determine this temp&fames are recorded at a rate of one frame per second. All of 180
ture, measured temperatures are corrected for thermocouple W&, jiing images are then ensemble averaged to obtain the final
conduction losses, channel velocity variations, as well as for tﬁ?ay scale data image. This final data set is then imported into

differences between stagnation and recovery temperature. Magiiistiab version 6.0.0.88Release 12software to convert each of
tudes of the local mi>_<ed mean temperatures at differ_ent locatiopgg possible gray scale values to local Nusselt number at each
though the test sectiorl,,,, are then determined using energy,ixe| [ocation using calibration data. Each individual image cov-
balances, and the mixed mean temperature at the inlet of the approximately a 250 pixel by 250 pixel area. Additional details

section. Because of the way in which it is measured, this inlgf the infrared imaging and measurement procedures are provided
temperature is also a stagnation value. The thermal condudtivityyy QOliveira[12]and Mahmood15].

used to determine local Nusselt numbers is based on this inlét
stagnation temperature. Because mixed mean temperature varidiction Factor Measurement. Wall static pressures are
tions through the test section are always less than 3.0°C, therrigasured along the test section simultaneously as the heat transfer
conductivity magnitudes based on inlet stagnation temperature gtgasurements are conducted, using 12 static pressure taps, located
only slightly different from values based on local mixed meadd-4 mm to 80 mm apart along one of the test section side walls.
temperature. These measurements are made in the test section with the dimples,
Five calibrated copper-constantan thermocouples are aR®Well as in a baseline test section with smooth surfaces on all
spread over the exit of the test section duct. Mixed-mean tempef@ur walls. Friction factors are then determined from streamwise
tures, estimated from measured temperatures, match values détgssure gradient magnitudes. Pressures from the wall pressure
mined from energy balances within a few percent for all experi@Ps are measured using Celesco LCVR pressure transducers. Sig-
mental conditions investigated. All measurements are obtain@ls from these transducers are processed using Celesco CD10D
when the test facility is at steady-state, achieved when each of fa@rrier-Demodulators. Voltages from the Carrier-Demodulators
temperatures from the 24 thermocouples the bottom dimpled a'€ acquired using a Hewlett-Packard 44422A data acquisition
test surfaceyary by less than 0.1°C over a 10 minute period. card installed in a Hewlett-Packard 3497A data acquisition control
To determine the surface heat flsed to calculate heat trans-Unit, which is controlled by a Hewlett-Packard A4190A Series
fer coefficients and local Nusselt numberthe total convective Computer. With this apparatus, 100 sequential measurements are
power level, provided by the etched foil heater, is divided by th@cq_uwed and measured from each pressure transducer, over a time
flat, projected test surface area corresponding to that foil heateriod of about 20 seconds.
Spatially-resolved temperature distributions along the bottom testyncertainty Estimates. Uncertainty estimates are based on
surface are also determined using infrared imaging in conjunctigg percent confidence levels, and determined using procedures
with thermocouples, energy balances, digital image processif@scribed by Kline and McClintodkL3] and Moffat[14]. Uncer-
ano!ln_snu cal_lbratlon procedures._ To accompllsh this, the |nfrare%inty of temperatures measured with thermocouples@sl5°C.
radiation emitted by the heated interior surface of the channeldg)atial and temperature resolutions achieved with the infrared im-
captured using a VideoTherm 340 Infrared Imaging Camergging are about 0.5 mm and 0.8°C, respectively. This magnitude
which operates at infrared wavelengths fromuf to 14 um.  of temperature resolution is due to uncertainty in determining the
Temperatures, measured using the calibrated, copper-constaigyt [ocations of thermocouples with respect to pixel values used
thermocouples distributed along the test surface adjacent t0 {8 the in situ calibrations. Local Nusselt number uncertainty is
flow, are u_sed to perform tha situ calibrations S|multane(_)u_sly aS then about+6.8 percent. Corresponding Nusselt number ratio un-
the radiation contours from surface temperature variations &Ertainty is about-0.19 (for a ratio of 2.00), or =9.6 percent.
recorded. , _ Note that all uncertainties of local Nusselt numbers consider
This is accomplished as the camera views the test surfaggiations of surface heat flux which may be present due to small
through a custom-made, zinc-selenide windawhich transmits changes of the thickness of the acrylic which comprises the

infrared wave lengths between 6 and i) located on the top gimpled test surface. Reynolds number uncertainty is abdu?
wall of the test section. As shown in Fig. 2, this window can bBercent for Rg of 12,000.

positioned either at an upstream location or a downstream loca-
tion. Note that all results given in the present paper are obtained at
the downstream location, when the window is located just above
the 26" to 29" rows of dimples downstream from the leading
edge of the test surface. Twelve thermocouple junction locatiopperimental Results and Discussion
are present in the infrared field viewed by the camera. The exact
spatial locations and pixel locations of these thermocouple junc-Baseline Nusselt Numbers. Two different sets of baseline
tions and the coordinates of a 12.7 cm by 12.7 cm field of vieNusselt numbers are measured for two different purposes. In both
are known from calibration maps obtained prior to measurementsises, constant-property baseline Nusselt numbers are measured
During this procedure, the camera is focused, and rigidly mountad a smooth rectangular test section with smooth walls on all
and oriented relative to the test surface in the same way as whemfaces and no dimples, for a ratio of inlet stagnation temperature
radiation contours are recorded. Voltages from the thermocouptessurface temperature of 0.93—-0.94. The baseline measurements
are acquired using a Hewlett-Packard 44422T data acquisitiare also time-averaged, and made in the downstream portion of
card installed in a Hewlett-Packard 3497A data acquisition contrible test section, where the channel flow is hydraulically and ther-
unit, which is controlled by a Hewlett-Packard A4190A Seriemally fully developed. Thdirst setis measured in a channel with
computer. an aspect ratio of 4 with heating on all four channel surféeéth

With these data, gray scale values at pixel locations withitonstant heat flux boundary condition around the entire test sec-
video taped images from the infrared imaging camera are readilgn) to verify the experimental apparatus and procedures em-
converted to local Nusselt number values. Because such calibpeyed. Thesecond sets measured in a channel with an aspect
tion data depend strongly on camera adjustment, the same brightio of 8 (which is the same aspect ratio employed for the present
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Fig. 4 Baseline, constant property Nusselt numbers, mea- ) . .
sured with smooth channel surfaces and constant heat flux Fig. 5 Local Nusselt number ratio data from a channel with
boundary condition, for a ratio of inlet stagnation temperature dimples and heating on one channel surface, for ~ &/D=0.2,

to surface temperature of 0.93—0.94, as dependent upon Rey- HID=1, and Re ;=20,000 from Mahmood [15]

nolds number based on hydraulic diameter. Data are given for
all four walls heated, and for one wall heated.

The bulk flow direction in Fig. 5 is from left to right in the
direction of increasing/D. Eaché/D=0.2 dimple is located in
dimple surface measurements provide baseline Nusselt num-the vicinity of each circular Nusselt number distribution. Notice
bers Ny to normalize values measured on the dimpled surface. @t local Nu/Ny values are lowest in the upstream halves of the
this case, only the bottom channel surface is heated to provide {BIPles. Each of these is positioned beneath a region of re-
same type of thermal boundary condition as when the dimples &iEculating flow, where advection velocities in the flow located
installed. Except for the absence of the dimples, all geometdgiacent to the surface are very low. Nusselt number ratios then
characteristics of the channel are then the same as when i}g€ase progressively witk/D along the dimpled surface. Val-
dimpled test surface is installed. ues then become highest near the diagonal and downstream edges
Baseline Nusselt numbers for both sets of conditions are sho@hthe dimples, and on the flat surfaces just downstream of these
in Fig. 4. Also included in this figure is the Dittus-Boelter smootf#ocations. Here, local Nu/Nuaugmentations are greater than 2.2,

circular tube correlatiofil6], which is given by and are as high as 3.3 because of reattachment of the shear layer
6 o4 which forms across the top of each dimple, and because of the
Nu,=0.023 RGP (1) multiple vortex pairs which are periodically shed from each

The agreement between Ed.) and the first set of baseline datadimple. Whens/D =0.2, Rg=20,000, and4/D =1.0 (as for the

(obtained with all four walls heatedshown in Fig. 4 for the entire d&t@ in Fig. 5), one relatively large vortex pair is shed from the
range of Reynolds numbers Reexamined, provides a check cmcentral part of ea_ch dimple, and two srr_laller vortex pairs are shed
the experimental apparatus and procedures. This first set fr&m the spanwise edges of each dimjls17]. These edge

spatially-averaged Nusselt numbers are determined from measdpsmed vortex pairs then strengthen as they advect downstream
ments made on the top and bottom walls. next to the edges of other dimples. This occurs because of the

Because of the different thermal boundary conditions en§_taggered arrangement of the dimples on the test surface, which

ployed, Fig. 4 shows that baseline Nusselt numbers with heatifigUSeS €ach “edge” vortex pair to be located first on the right

only on one wall are generally lower than the values given b§§?e of a dimple, then on the left edge of another dimple, and so

Eqn. (1), when compared at the same Reynolds number based The result is interconnected regions of high local Nusselt num-

hydraulic diameter. As mentioned, these values are employed el "atios. located diagonally between adjacent dimples, as shown

normalize dimpled surface Nusselt numbers. In some cases, thi?iﬁ'g >
n

accomplished by interpolating between the darkened data point noth_er result. is a highly eII.iptic ﬂo.W field in WhiCh. flow
in Fig. 4 using a polynomial equation. events in one dimple communicate with flow events in other

dimples. Similar communications between different flow events
Local Nusselt Number Variations. Local Nusselt number ra- are observed in other types of flows with vortex structures and
tios, measured on a dimpled surface by Mahmddzl, are shown high levels of unsteadiness that enhance mixing. For example,
in Fig. 5. These data are obtained using the same dimple praftannels interrupted by quadrangular eleméh®19], and chan-
diameter, same dimple spacing, same channel aspect ratio, aats with rectangular groovg¢20]produce periodic, unsteady vor-
sameH/D ratio as for the present study. As indicated in Fig. 3, theex ejections and interactions, as well as self-sustained flow oscil-
depth of these dimples is 1.016 cm, gividgD =0.2, whereas lations, which also result in enhanced surface heat transfer levels.
8/D=0.3 is used in the present study. Like the present study, theSimilar events occur in the present dimpled channel. Here, local
Mahmood[15] data are obtained with dimples placed only on th&lusselt numbers are augmented beneath the vortex pairs because
bottom surface. Both investigations also employ heating with af the action of their secondary flows in advecting heat over dif-
constant flux only on the bottom wallvith unheated side and top ferent length scales, and in spreading shear gradients over larger
walls). Thus, the baseline Nusselt numbers, measured in edlcliv volumes. This latter effect increases turbulence production,
study, are obtained using the same thermal boundary conditiaarsd three-dimensional turbulence transport.
and heating arrangement as when dimples are used on the me&omparing results from Mahmooff15] to ones from the
surement surfaces. In addition, heat transfer coefficients and hpasent study provides information on the effects of dimple depth.
flux values(used to determine Nusselt numbease based on flat This is accomplished by comparing distributions of Nusselt num-
projected areas in both cases. ber ratios Nu/Ny (instead of dimensional Nusselt numbefrom
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Fig. 6 Local Nusselt number ratio data from a channel with
dimples on one channel surface, and heating on one channel
surface, for 6/D=0.3, H/D=1, and Re ;,=17,200

the two studies. Compared to the results in Fig(fé&r /D
=0.2), the Nu/Ny distribution in Fig. 6(for §/D=0.3) show a

number of important differences which are due to different dimp
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Fig. 8 Local dimpled channel Nusselt number ratios as depen-
dent upon X/D along the spanwise centerline at Z/D=0 for
6/D=0.3, H/D=1, and different Re , from the present study

and 29" rows are also shown in Fig. 7. Th& D=0.3 Nusselt
number ratio data are generally higher than 8B =0.2 data for
Imost everyX/D location shown in Fig. 7. AX/D increases and
e moves along the dimple surface, #1® = 0.2 Nusselt num-

depths. First, ratios are generally higher at each test surface |08@f ratio data from MahmoofiL5] first decrease in the first 25

tion for the deeper dimples. These differences are especially
parent in the downstream portions of the dimples, where h
transfer augmentations are the highest. Here, increased Ryu/
values are also spread over a larger portion of the dimpled surf
area for the deeper dimples/© = 0.3). In addition, Nusselt num-

shown in Fig. 6. This local decrease of local Nu/N@lues is not
present in the downstream parts of D =0.2 dimples shown

in Fig. 5.

Such differences in behavior for differeatD values are fur-

from Figs. 5 and 6 are shown as they vary wKhD along the

spanwise centerline of the test sectiorZab = 0.0. Note that the
X/D values of the Mahmoofl5] data are shifted so that they ar
positioned at the same relative location with respect to t
dimples. TheX/D ranges of values for dimples located in thd"27

4.0
3.0 ; /\w .
3 i k«\ /\/
£ 20 R e
z S \WL
1.0 - hd
locations of dimples in
27" row 29" row
0.0 \ \ T T
19.0 20.0 21.0 220 23.0 24.0
X/D
— Present Study ----Mahmood [15] J

Fig. 7 Local dimpled channel Nusselt number ratios as depen-
dent upon X/D along the spanwise centerline at Z/D=0. Data
are given for 6/D=0.3, H/D=1, and Re;,=17,200 from the
present study, and for &/D=0.2, H/D=1, and Re ,=20,000 from
Mahmood [15].

Journal of Heat Transfer

rcent of the dimple, and then increase continuously over the last
percent of the dimple. The highest local Nu/N@lue is then
Pesent just inside of the downstream edge of the dimple.
C§ ocal Nusselt number ratios f@D=0.3 in Fig. 7 also show a
decrease witlX/D in the first 25 percent of the dimple. In the last
98'"bercent, Nu/Nyivalues increase until a double local peak is

the dimple. Values then decrease to give a local minima near the
downstream edge of the dimple. This is just downstream of the
location where the Nu/Numaximum is present fob/D=0.2.

The data in Fig. 7 then increase ¥4 increases further to give a
maximum Nu/Ny value of about 3.7 neaX/D =22.3, which is

on the flat surface just downstream of the dimple. These differ-
ences for differenty/D are due to shedding of vortex pairs with

Cdifferent strengths, and to different shear layer formation, devel-

ment, and reattachment. The shear layer which forms near the
tops of the dimples is stronger, with more pronounced shear layer
reattachment for the deeper dimples. Becad/§g= 0.3, the reat-
tachment location of this shear layer is slightly farther upstream
then for the shallow dimples witl#/D=0.2. However, in both
cases, the location of this reattachment zone changes with time in
a periodic fashion, in phase with the sequence of vortex pair shed-
ding and flow inrush to the dimpldsvhich occur periodically and
continuously). These alternating phenomena result partially from
continuity considerations, which probably cause larger volumes of
fluid to periodically move into and out of the deeper dimples
(compared to the shallow dimpleBecause of this, the ejection
and local jetting of flow from the deeper dimples is stronger,
which results in vortex pairs with stronger and more pronounced
secondary flows. The net result is higher NujN@lues on the
flat surfaces just downstream of the deeper dimples With
=0.3 in Fig. 7.

Although quantitative changes are present, the overall qualita-
tive characteristics of these flow phenomena do not change much
within and around thé/D = 0.3 dimples as the Reynolds number
changes. This is evident from the results presented in Figs. 8 and
9. Figure 8 shows local Nu/Nwariations as they vary witX/D
for Z/D=0. Figure 9 shows local Nu/Nuwariations as they vary
with Z/D for X/D=23.2. In the first of these figures, the local
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Fig. 9 Local dimpled channel Nusselt number ratios as depen- ;17'_220(%500”} the p':/rlezent S(t’Udﬁsand for  4/D=0.2, H/D=1, and
dent upon Z/D along a line at X/D=23.2 for 6/D=0.3, H/ D=1, &r=2b rom Mahmood [15]

and different Re , from the present study

the downstream parts of dimples in the twenty-seventh row, as
Nu/Nu, variations for each Reshow the same qualitative Nu/jlu well as on flat regions located just downstream. Of particular in-
variations, as shown by the data in Fig. 7 @D =0.3, except terest is the double peak in theuMu, distribution for 6/D
that the data in Fig. 8 are shown for approximately two complete0.3, which is located ak/D=21.8 to X/D=22.5. The /D
periods of dimple surface geometry. For example, regardless 0.2 distribution shows only a single peak in the/Nuy, varia-
the value of the Reynolds number, local Nu/Nmcrease, de- tion at about the sam¥/D locations. Such variations are a result
crease, and then increase again Wil in the downstream parts of local Nu/Ny, variations like the ones shown in Figs. 5, 6,
of the dimples and on the flat surfaces just downstream of thed 7.
dimples. In some cases, local Nusselt number ratios at 3¢iDe
values then increase somewhat ag, Becreases.

These qualitative variations with Rare also apparent in Fig.
9, which shows Nu/Nyi variations (for X/D=23.2) across the 3.5
span of the measurement plane. Here, values are highest on )
flat surfaces between and downstream of the dimgéesZ/D
=-0.3t0Z/D=-1.3, and aZ/D=+0.3 toZ/D=+1.3), and
lowest with the upstream parts of the dimplesZ/D from —0.3
to +0.3). TheX/D =23.2 location, where the Fig. 9 data are mez
sured, lies just downstream of dimples in thé"28w and in the
upstream portion of a dimple in the ®9ow. These positions are

at or near the locations of highest and lowest Ny/Ntespec- 2.0 ‘ ‘ @@
tively. According to Fig. 9, local Nu/Nyvalues generally increase

as Rg decreases, with the largest changes occurring as this R 20.5 21.5 22.5 23.5
nolds number changes from 17,200 to 46,900. Similar variatio X/D

with Re, are also evident in Fig. 8 &/D =22.2 to 22.7, which is -
positioned on the flat part of the test surface just downstream| Ren |—— 11,900 -+ 17,200 —— 46,900 +69,_ZEI

the dimples, where local Nu/Nwalues are highest. This trend is \
due to higher mainstream cross-flow speeds, produced at the
higher Reynolds numbers, which tend to suppress the develdjg- 11 Spanwise-averaged dimpled channel Nusselt number
ment and turbulent transport capabilities of the secondary flof@lios as dependent upon X/ D for 6/D=0.3, H/D=1, and differ-
and vortices which are shed from the dimples. The variatioffgt R€+ from the present study

shown in Fig. 9 atZ/D from —0.5 to +0.5 are a result of re- 3.00
circulating flows within the dimples, which may become stronger )
as the Reynolds number increases. This is believed to trap floy
within the recirculating zone, which then has characteristics whict
are somewhat like a partially insulating pocket of fluid.

Spatially-Averaged Nusselt Number Variations. Spatially-
averaged Nusselt number ratios are given in Figs. 10, 11, and 1.
The spanwise-averaged data in Figs. 10 and 11 are obtained :
averaging local data in the spanwise direction over one complet o o e ample
period of dimple surface geometry. The streamwise-averaged da

in Fig. 12 are averaged in the streamwise direction over one corr 2.00 ’ ‘ ‘

plete period of dimple surface geometry. 1.0 0.5 0.0 -0.5 -1.0
The streamwise location of the dimples in the twenty-seventt Z/D

row are shown in Fig. 10. Here, spanwise-averaged values fror,

Mahmood[15] for §/D=0.2 are significantly lower than values Ren |— 11,900 -~ 17,200 —— 46,900 —— 69,200

from the present study fo6/D=0.3. In each case, the lowest

NUu/Ny, values are positioned at the same locations as the Uy 1o Streamwise-averaged dimpled channel Nusselt num-
stream portions of dimples in the twenty-seventh row. The highasd; ratios as dependent upon  Z/D for 6/D=0.3, HID=1, and
Nu/Ny, values are then located at positions which correspond déferent Re ,, from the present study
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Fig. 14 Dimpled channel friction ratio as dependent upon Rey-
05 nolds number Re  for 6/D=0.3 and H/D=1. Results from the
present study are compared to results from Mahmood [15],
0.0 : i : Chyu et al. [8], and Moon et al. [10] for different values of /D,
0 20000 40000 60000 80000 the_ratio_of cjimple depth to dimple print diameter. Symbols are
defined in Fig. 13.
Rex
Fig. 13 Globally-averaged dimpled channel Nusselt number
ratios as dependent upon Reynolds number Re  ,, for 6/D=0.3
and H/D=1. Results from the present study are compared to sults from Moon et al[10]for 6/D=0.19 and two values dfi/D
results from Mahmood [15], Chyu et al. [8], and Moon et al. [10] of 1.11 and 1.49. In all cases, heat transfer coefficients and heat
for different values of /D, the ratio of dimple depth to dimple flux magnitudes are based on flat projected areas. Note that Chyu
print diameter. et al. [8] utilize dimples on two opposite channel surfaces,

whereas the present study, Mahmdd&], and Moon et al[10]
use dimples only on one channel surface.
Spanwise-averaged Nusselt number ratio data, obtained at diffFor all Rg; examined, the data in Fig. 13 generally show in-

ferent Re values(from the present studhare given in Fig. 11. As creasing globally-averaged Nusselt number ratiosS&3 in-
for the data in earlier figures, these results are obtained/or creases from 0.19 to 0.30. This further illustrates the effects of this
=0.3, andH/D=1.0 along a downstream portion of the test suparameter in augmenting local and spatially-averaged Nusselt
face where dimples in rows 26, 27, 28, and 29 are located. Nussalimbers at different values of the Reynolds number,.Re
number ratios here follow the same general qualitative trend as th

5/D=0.3 data in the previous figure. For example, relatively |0\g %riction Factors. Figure 14 shows that friction factor ratios
r
I

m the present study, fa#/D=0.3 andH/D =1, increase con-
uously as Rgincreases. Values range from 1.6 to 2.6 for Rey-
. . olds numbers from 12,000 to 70,000. The present dimpled sur-
Nu/Ny, values are present at Iogat|on§2wh|ch correspond to tﬁfce friction factor ratios are thus less than magnitudes measured
downstream portions of dlmples in the"27ow (and to positions in several types of turbulated passages, wliéfgrange from 2.5
of dimples on flat surfaces just downstreamn all cases, N/Nu, 15 75 [21].
data in Fig. 11 are generally about the same ag €t@nges at  Ratios from Mahmood15] (8/D=0.2), Chyu et al[8] (8/D
someX/D locations, with increasing WNu, as Re decreases at =0.28) and Moon et al[10] for §/D=0.19), are also included
otherX/D locations. in Fig. 14 for comparison. Values from Chyu et 8] are higher

The same N/Nu, trend with as Rg s evident in Fig. 12, where than ratios from the present investigation, whereas values from
streamwise-averaged data are presented. For eagh MéNu, Mahmood[15] are lower than ratios from the present investiga-
values are generally lower neafD =0, which corresponds to the tion. This is because values generally increase as either the num-
deepest parts of dimples located along the spanwise centerlindbef of dimpled surfaces increas@s., from 1 to 2), or ass/D
the test surface. WNuy, values are then highest at locations whichncreases.
correspond to, or are near to, the spanwise edges of dimples lo-
cated along the central part of the test surface.

Nu/Nu, values are present at locations which correspond to t
upstream portions of dimples in the®¥ow, and relatively high

Globally Averaged Nusselt Number Ratio Behavior. Summary and Conclusions
Globally-averaged Nusselt numbers are determined by averagindgxperimental results, measured on a dimpled test surface
local data over one complete period of dimple geometry. Theptaced on one of the widest walls of a chanfelth an aspect
averages are thus conducted in both the spanwise and streamwasie of 8), are given for Reynolds numbers from 12,000 to
directions over a rectang;ﬂar area from the center to center #3,000, and a ratio of air inlet stagnation temperature to surface
adjacent dimples in the 37and 29" rows. The baseline Nusselt temperature of approximately 0.94. These include friction factors,
numbers Ny (used for normalizationare obtained at the samelocal Nusselt numbers, spatially-resolved local Nusselt numbers,
Reynolds numbers as the Nusselt numbers measured on dne globally averaged Nusselt numbers. The ratio of channel
dimpled surface. height to dimple print diameter is 1.00, and the ratio of dimple

Note that the present globally-averaged Nusselt number ratidspth to dimple print diamete¥/D is 0.3. These results are com-
for 8/D=0.3 are about constant as;Riacreases in Fig. 13. This pared to measurements from Mahmdd&] and other investiga-
is consistent with Nusselt number ratios from Mahmo8] for tions to provide information on the influences of dimple depth.
8/D=0.2, which increase slightly or are about constant ag R&he Mahmood 15] results offer an excellent basis for compari-
changes. The present data in Fig. 13 are also compared to resstts, because the ratio of dimple depth to dimple print diameter
from Chyu et al.[8] for §/D=0.28 andH/D=1.155, and to re- &§/D is 0.2, and because dimples are placed only on one channel
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surface. In addition, the same dimple print diameter, same dimpgbgeek Symbols
spacing, same channel aspect ratio, saiP ratio, and same
type of thermal boundary condition are utilized.

At all Reynolds numbers considered, local and spatially- )
resolved Nusselt number augmentations increase as the ratioSHpscripts
dimple depth to dimple print diameté¥D increases from 0.2 to mx = time-averaged, local mixed-mean value
0.3 (and all other experimental and geometric parameters are held \y = |ocal wall value
constant). This is because the deeper dimples prodicen- .
creases in the strengths and intensity of vortices and associatetperscripts
secondary flows ejected from the dimples, as wellidsncreases — = spatially-averaged value
in the magnitudes of three-dimensional turbulence production and = = globally-averaged value
turbulence transport. The effects of these phenomena are espe-
cially apparent in local Nusselt number ratio distributions Meas tarences
sured just inside of the dimples, and just downstream of the down-

ream f th imples. Her wWo | | maxim r Vi ] Mahmood, G. I., Hill, M. L., Nelson, D. L., Ligrani, P. M., Moon, H.-K., and
streal edges of the d pies ere, two loca axima are € der{tl Glezer, B., 2001, “Local Heat Transfer and Flow Structure On and Above a

v = kinematic viscosity
6 = dimple depth

In local NU.SSEHZ number ratios whe#/D=0.3, Compared to a Dimpled Surface in a Channel,” ASME J. Turbomach23(1), pp. 115-123.
single maximum value whed/D=0.2. [2] Afanasyev, V. N., Chudnovsky, Y. P., Leontiev, A. I., and Roganov, P. S., 1993,
Decreasinglocal Nusselt number ratios with increasing Rey- “Turbulent Flow Friction and Heat Transfer Characteristics for Spherical

thi § H Cavities on a Flat Plate,” Exp. Therm. Fluid Sct., pp. 1-8.
n?thbs p%n:belr within the Up?triam pOI’tIOI’]_S O:: tthe ?Ilmplish are[3] Belen’kiy, M. Y., Gotovskiy, M. A., Lekakh, B. M., Fokin, B. S., and Dol-
attribu e 0 larger reg!ons O stronger re-circula 'n_g O_W' e_‘se gushin, K. S., 1994, “Heat Transfer Augmentation Using Surfaces Formed by
are believed to trap fluid which then acts as a partially insulating  a System of Spherical Cavities,” Heat Transfer Resea26t?), pp. 196—203.

pocket to decrease local Nusselt numbers compared to valudg] Kesarev, V. S., and Kozlov, A. P., 1994, “Convective Heat Transfer in Turbu-

measured at lower Reynolds numbers lized Flow Past a Hemispherical Cavity,” Heat Transfer Resea28l2), pp.
' 156-160.
[5] Terekhov, V. 1., Kalinina, S. V., and Mshvidobadze, Y. M., 1995, “Flow Struc-
Acknowledgments ture and Heat Transfer on a Surface With a Unit Hole Depression,” Russ. J.

. . Eng. Thermophys5, pp. 11-33.
The work presented in this paper was sponsored by a AGTSRs] Schukin, A. V., Koslov, A. P., and Agachev, R. S., 1995, “Study and Applica-

Advanced Gas Turbine Research Program research subcontract tion of Hemispherical Cavities For Surface Heat Transfer Augmentation,”

_ ; ASME Paper No. 95-GT-59.
sponsored by the U.S. Department of Energy-National Energ 7] Gortyshov, Y. F., Popoy, I. A., Amirkhanov, R. D., and Gulitsky, K. E., 1998,

Technology Laboratory through a cooperative agreement with the * «sygies of Hydrodynamics and Heat Exchange in Channels With Various
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Nomenclature [9] Lin, Y.-L., Shih, T. I.-P., and Chyu, M. K., 1999, “Computations of Flow and
. . . Heat Transfer in a Channel With Rows of Hemispherical Cavities,” ASME
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Dh = channel hydraulic diameter [10] Moon, H.-K., O'Connell, T., and Glezer, B., 1999, “Channel Height Effect on
f = channel friction factor Heat Transfer and Friction in a Dimpled Passage,” ASME Paper No. 99-GT-
_ ; i i ; ; 163.
fO = baseline friction factor mefasumd in a channel with [11] Mahmood, G. I., and Ligrani, P. M., 2002, “Heat Transfer in a Dimpled Chan-
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Computations were performed to study three-dimensional turbulent flow and heat transfer
in stationary and rotating 45 deg ribbed rectangular channels for which experimental
heat transfer data were available. The channel aspect ratio (AR) is 4:1, the rib height-
to-hydraulic diameter ratiq’e/Dy,) is 0.078 and the rib-pitch-to-height rati@P/e) is 10.

The rotation number and inlet coolant-to-wall density ratidg/p, were varied from 0.0

to 0.28 and from 0.122 to 0.40, respectively, while the Reynolds number was fixed at
10,000. Also, two channel orientatiofi8 =90 deg and 135 deg from the rotation direc-

tion) were investigated with focus on the high rotation and high density ratios effects on
the heat transfer characteristics of the 135 deg orientation. These results show that, for
high rotation and high density ratio, the rotation induced secondary flow overpowered the
rib induced secondary flow and thus change significantly the heat transfer characteristics
compared to the low rotation low density ratio case. A multi-block Reynolds-Averaged
Navier-Stokes (RANS) method was employed in conjunction with a near-wall second-
moment turbulence closure. In the present method, the convective transport equations for
momentum, energy, and turbulence quantities are solved in curvilinear, body-fitted coor-
dinates using the finite-analytic methoDOI: 10.1115/1.1527907

Texas A&M University,
College Station, TX 77843
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1 Introduction tating ribbed wall passages. Most experimental studies on internal
o ) . ~cooling passages have focused on non-rotating ducts. See, for ex-
1.1 Motivation. To improve thermal efficiency, gas-turbmeamme, Han and ParKL], Han et al[2] Ekkard and Harj3] and
stages are being designed to operate at increasingly higher g}, et al.[4] and the references cited there. Experimental studies
temperatures. A widely used method for cooling turbine blades is, rotating ducts have been less numerous. Wagner ¢5hl.

to bleed lower-temperature gas from the compressor and circul : i
it within and around each blade. The coolant typically flowEE)thta and Har{6], Soong et all7] and Azad et al[8] investi

through a series of straight ducts connected by 180 deg bends 3 f]j ofrtlzg?]g e(th;(l:[tfo\ﬁvgrr: ; FH]O tt;::s%;!)t;?daﬂaélaséxgagﬂggget al
roughened with ribs or pin fins to enhance heat transfer. Th é\l [13] re orted. studies on ;otat'n S are.channels ith nor-
cooling ducts may not only be square in cross section or normal% : ported studi Ing squar Wi

the rotational direction of the blade. In fact, the aerodynam al and af?g'ed .”bs' Azad et @B]. also investigated the effect of
shape of the turbine blade dictates the use of cooling channels t ;{mne_l orientation on rotating ribbed two pass rect_angul_ar chan-
are rectangular in cross sectiénith different aspect ratiosand nel. _Grlfflth et al.[14] s_tudled the effect of channel orlentatlon on
are at an angles, from the direction of rotation. Rotation of therotatlng.smooth and rlpbed rectangular channels with channel as-
turbine blade cooling passages adds another complexity to €t ratio of 4:1. They investigated a broad range of flow param-
problem. It gives rise to Coriolis and buoyancy forces that caffers including Reynolds numbeRe=5000—-40000), rotation
significantly alter the local heat transfer in the internal coolamumber(Ro=0.04—0.3)and coolant to wall density rati@Ap/p
passages from the non-rotating channels. The presence of rib f@f.122). Their experimental results provided a database for the
bulators adds a further complexity since these ribs produce copiesent work.

plex flow fields such as flow separation, reattachment and second;

ary flow between the ribs, which produce a high turbulence Ievﬂ . L|t_erature Rew_ew: Num_erlcal Studies. In addltlon_ to
. - the experimental studies mentioned above, several studies have
that leads to high heat transfer coefficients.

been made to predict numerically the flow and heat transfer in
1.2 Literature Review: Experimental Studies. The com- radially rotating smooth and ribbed ducts. Stephens €tL&]16]

plex coupling of the Coriolis and buoyancy forces with flowstudied in.clined. ribs in a straight non-rota;ing square duct. Lin

separation/reattachment by ribs has prompted many investigateté!-[17]investigated the effect of angled ribs on the heat trans-

to study the flow and temperature fields generated in heated, r coefficients in a rotating two-passage duct_using a shear-stress
y P g transport (SST) turbulence model. They studied the effects of

— Reynolds numbers, rotation numbers, and buoyancy parameters.
Current address: Assistant Professor, King Fahd University, Saudi Arabia. H i
Contributed by the Heat Transfer Division for publication in th®URNAL OF Prabk?Sh and ZCT”I(IEITSF:"’ errlllpfloylng a hlgl} Reyr&olds numt_ierslz
HEAT TRANSFER Manuscript received by the Heat Transfer Division April 10, 2002furbulence model with wall function, performed a numerical pre-
revision received September 10, 2002. Associate Editor: M. Faghri. diction of flow and heat transfer in a ribbed rectangular daét
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deg rib) with and without rotation. However, their calculations R/D, = 20.00
. .. h N

used periodicity and neglected buoyancy effects. They sugges

that a low Reynolds number turbulence model is necessary L /D, =22.50

simulate real gas turbine engine conditions and a Reynolds str

model is required to capture anisotropic effects. Bonhoff et ¢ L/Dy, =9.92
[19] calculated the heat transfer coefficients and flow fields fc L/D, =7.58
rotating U-shaped coolant channels with angled 1#S deg). i

They used a Reynolds stress turbulence model with wall functio L,/D, = 5.00
in the FLUENT CFD code. Using the periodicity of the flow,

lacovides[20] computed flow and temperature fields in a rotatin e/D, =0.078

straight duct with 90 deg ribs. Two zonal models of turbulenc
were tested: &-¢ with a one-equation model &ftransport across
the near-wall region and a low-Re differential stress model. F
concluded that the differential stress model thermal computatio
were clearly superior to those of thee/one-equation model.

Using the same model and method of Chen ef24,22], Jang
et al. [23,24] studied flow and heat transfer behavior in a non
rotating two-pass square channels with 60 deg and 90 deg ri
respectively. Their results were in good agreement with Ekke
and Han’'s[3] detailed heat transfer data which validated thel
code and demonstrated the second-moment closure model sug
ority in predicting flow and heat transfer characteristics in th
ribbed duct. In a later study, Jang et E5] predicted flow and
heat transfer in a rotating square channel with 45 deg angled r
by the same second-moment closure model. Heat transfer coe
cient prediction was well matched with Johnson et[al] data
for both stationary and rotating cases. Al-Qahtani ef26. pre-
dicted flow and heat transfer in a rotating two-pass rectangul
channel with 45 deg angled ribs by the same second-moment ¢
sure model of Chen et a]21,22]. Heat transfer coefficient pre-
diction was compared with the data of Azad et[&] for both Y o
stationary and rotating cases. It predicted fairly well the comple
three-dimensional flow and heat transfer characteristics resulti, 5\./;
from the angled ribs, sharp 180 deg turn, rotation, centrifuga
buoyancy forces and channel orientation.

In practice, the aerodynamic shape of the turbine blade dictates
the use of cooling channels that are rectangular in cross section
and are at an anglé from the direction of rotation. The effect of pitch.to-height ratio P/e) is 10. Al ribs are inclined at an angle
rotation, channel orientation and large channel aspect ratio on the 45 deg with respect to the flow under an in-line arrangement.
secondary flow and heat transfer in rectangular channels may V{y, channel orientations are studigg=90 deg corresponding to
from the square channels. None of the previous studies predicigg mig-portion of a turbine blade amg=135 deg corresponding

the characteristics of fluid flow and heat transfer in rotating redfy the trailing edge region of a blade. A summary of the cases
angular channels that have an aspect raAR, of 4:1 whether gy,gied is given in Table 1.

perpendicular or at an angle from the direction of rotation.
The objective of this study is to use the second moment RANS Computational Procedure
method of Chen et aJ21,22]to (1) predict the three-dimensional
flow and heat transfer for rotating smooth and ribbed one-pass3.1 Overview. The Reynolds-Averaged Navier-Stokes
rectangular ductsAR=4:1) and corpare with the experimental equations in conjunction with a near wall Reynolds stress turbu-
data of Griffith et al[14]and(2) to investigate the effect of high lence model are solved using the chimera RANS method of Chen
rotation and high density ratios on the secondary flow field ared al.[21,22]. The governing equations with the second-moment
the heat transfer characteristics in a ribbed duct at 135 deg orietesure turbulence model were described in detail by Chen et al.
tation. [21,22]and will not be repeated here. The flow is considered to be
incompressible since the Mach number is quite low. However, the
L density in the centrifugal force terms is approximated py
2 Description of Problem =poT,/T to account for the density variations caused by the tem-
A schematic diagram of the geometry is shown in Fig. 1. It hgserature differenceg, andT, are the density and temperature at
a rectangular cross section with channel aspect rafiy, of 4:1. the inlet of the cooling channel. In general, the density is also a
Two of the four side walls, in the rotational direction, are denoteftinction of the rotating speed because the centrifugal force creates
as the leading and trailing surfaces, respectively, while the othepressure gradient along the duct. In the experiments of Griffith
two side walls are denoted as the top and bottom surfaces. The
channel hydraulic diametel),,, is 0.8 in(2.03 cm). The distance

Ple =10

=135

Leading surface

Direction
of rotation

Fig. 1 Geometry

from the inlet of the channel to the axis of rotatiovi-axis) is Table 1 Summary of cases studied, Re =10,000

given byR, /D,=20.0 and the length of the channel is given as

L/D,=22.5. The channel consists of unheated starting smodtfSe * Surface Ro Aplp B Expt.
length L,/D,=9.92), heated ribbed sectioh{/D,=7.58) and 1 Ribbed 0.00 0.122 - yes
unheated exit smooth sectioh4/D,=5.00). The arc lengt§is 2 Ribbed 0.14 0.122 90° yes
measured from the beginning of the heated section to the end of it. 3 E!Bgeg 8-%:3‘ ggg %gg: Nﬁ
In the ribbed section, the leading and trailing surfaces are rough- g szbgd 0.28 0.200 135° NA
ened with nine equally spaced ribs of square cross section. The ribg Ribbed 0.28 0.400 135° NA
height-to-hydraulic diameter ratice(D,,) is 0.078 and the rib-
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Tralligg surface 4 Results and Discussion

As summarized in Table 1, computations were performed for
one Reynolds numbe&d0,000), rotation numbers ranging from 0
to 0.28 and inlet coolant-to-wall density ratidg/p ranging from
0.122 to 0.40 with two channel orientations®£90 deg and 135
deg. The Nusselt numbers presented here were normalized with a
smooth tube correlation by Dittus-Boelter/McAdarti®ohsenow
and Choi[28]) for fully developed turbulent non-rotating tube
flow:

Nu,=0.023 R&%PP4

4.1 Velocity and Temperature Fields. Before discussing
the detailed computed velocity field, a general conceptual view
about the secondary flow patterns induced by angled ribs and
rotation is summarized and sketched in Fig. 3. The parallel angled
ribs in the non-rotating duc(Fig. 3(a)) produce symmetric
Leading surface counter rotating vortices that impinge on the top surface. The
Coriolis force in the8=90 deg rotating ductFig. 3(b)) produces
two additional counter-rotating vortices that push the cooler fluid
from the core to the trailing surface. For tjge=135 deg rotating
duct (Fig. 3(c)), the Coriolis force produces two long vortices
parallel to the ribbed surfaces and a third small vortex near the
corner of the top-trailing surfaces. The effect of this rotation sec-
) o ondary flow is to combine destructivelgpposite directionswith
et al.[14], the maximum pressure variation between the chanigb rip induced secondary flow along the whole leading and trail-
inlet and the exit is approximately 0.0113 atm for the highegtq surfaces. This is an important concept that will help explain
rotation number of 0.28i.e., (1=550 rpm) considered in the some of the coming flow and heat transfer characteristics.
present study. This gives a maximum density variation of only At several axial stations as defined in Fig. 1, Figs. 4 through 7
about 1.1 percent from the inlet to the exit of the duct at thgnow the calculated secondary flow vectors and constant tempera-
highest rotation number. It is therefore reasonable to omit thgre contours for the ribbed cases as mentioned in Table 1. Figure
density variation caused by the pressure gradients induced by gnows the calculated secondary flow vectors and constant tem-
channel rotation in this paper. perature contours for the non-rotating césase 1). Since the ribs
are oriented at a negative 45 deg angle, the fluid adjacent to the
top and ribbed surfaces will reach the ribs first and change direc-
tion along the ribbed surfaces toward the bottom surfdgg.
lent profile before the heating start-poir£L,). At the exit of 4(a)_). It_then returns back to the top surface along the centerline of
the duct, zero-gradient boundary conditions were specified for t e inclined cross-stream plane. In the same figure, one can also
’ Btice the early stages of two symmetric counter-rotating vortices,

mean velocity and all turbulent quantities, while linear eXtrapm%\?hich become two full symmetric counter-rotating vortices in the

tion was used for the pressure field. The coolant fluid at the inlgfiycaction of any two rib¢Fig. 4(b)). Along the streamwise di-

of the duct is ar at_uniform temperature=T, (i.e., =(T (oction, the size of these two vortices oscillates from the largest in
—To)/(Ty—T,)=0). The wall temperature of the unheated seGyq miggle of each inter-rib distance to the smallest on the rib tops
tions is kept constant ;_}T: T, (6=0) while the wall temperature (Fig. 4(c)). This pattern keeps repeating until the lastFig. 4(d)

of the heated section is kept constanfTat T,, (6=1). and 4(e)). The effect of the secondary flow on the temperature

3.3 Computational Grid Details. Figure 2 shows the com-
putational grid around the ribs for the ribbed duct. The grid was
generated using an interactive grid generation code GRIDGEN

: 4
Rib 4
Flow Direction S —

Fig. 2 Numerical grid

3.2 Boundary Conditions. A uniform velocity profile was
used at the inlet of the ducZ&0). The unheated lengtl () was
long enough for the velocity profile to be fully developed turbu

[27]. It was then divided into five overlapped chimera grid blocks Rotation diregtion

to facilitate the implementation of the near-wall turbulence model B = 90° — ggéiﬂzgmg;ed

and the specification of the boundary conditions. To provide ad-  Top suface Top surface  Ribinduced

equate resolutions of the viscous sublayer and buffer layer adja- (] f"“‘T secondary flow

cent to a solid surface, the minimum grid spacing in the near-wall Y

region is maintained at 16 of the hydraulic diameter which ‘ E i

corresponds to a wall coordinate” of the order of 0.5. The | , ,E E,

number of grid points in the streamwise direction from inlet to g 3 ;:3 ! tg

outlet is 394 for the ribbed duct. The number of grid points in the 2 EAN e E

cross-stream plane is 335. The number of grid points and their g 2 Elr S

distributions in the present ribbed duct were obtained based on- & A &

extensive grid-refinement studies that were performed in Chen i i N

et al.[21,22], Jang et a[23—25 and Al-Qahtan{26] for similar ! ! Rotation d"ef"i(’

channels of a square and rectangular cross sections. The intereste i U B=135°

reader is referred to these references for the details of the grid |{_/\_| A

refinement studies performed on the similar smooth and ribbed sotom suace Bottom surface

channels. In all calculations, the root-mean-squéaras) and (2) Non-rotating (b) Rotating (¢) Rotating

maximum absolute errors for both the mean flow and turbulence = Ro=00 Ro=0.14, Ro=014,
Apip=0.122 Ap/p=10.122, = 90° Ap/p=10.122, =135

guantities were monitored for each computational block to ensure
complete convergence of the numerical solutions and a convelg. 3 Conceptual view of the secondary flow induced by
gence criterion of 10° was used for the maximum rms error.  angled ribs and rotation
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Fig. 4 Secondary flow and temperature  [0=(T—T,)/(T, Fig. 5 Secondary flow and temperature  [6=(T—T,)/(T,
—T,)] for non-rotating ribbed duct, Ro  =0.00 —T,)] for rotating ribbed duct, Ro  =0.14 and =90 deg

s . . with Fig. 5, the following can be noticed. Just before the ribbed
field is convecting the cooler fluid from the top surface and alon&ction, the rotation induced secondary flow is still dominant as

the ribbed surfaces towards the bottom surface. It then mo%(gén be seen from comparing Figgaband 5(a). However, from

back to the top surface which results in steep temperature gragi- : P . .
. > - 1 on, this low rotation induced secondary flow is dominated by
ents and high heat transfer coefficients on both the top and r'bbf?lg; rib induced secondary flow. A careful comparison between the

surfaces as seen in the corresponding temperature contours. ! ) : .
Figure 5 shows the cross-stream velocity vectors and tempe?g-condary flow fields of case 3 and case 3., Fig. 6(dwith Fig.

ture contours for case RR0=0.14 andB=90 deg)at the same
planes as in the non-rotating ribbed dycase 1). As the flow
approaches the first rib, this Coriolis force induced secondary flc
starts to distort the secondary flow started by the inclined ribg
This effect can be clearly seen by comparing Figs) Shrough
5(e) with Figs. 4(a)through 4(e). From this comparison, the fol-
lowing conclusions can be drawfil) The magnitude of the Co-
riolis force induced secondary flow is weaker than the rib induce
secondary flow(2) In the midsections of each of two ribs, the rib®#%
induced vortex near the bottom surface is distorted slightly in tt
midsection of rib 1 and 2Fig. 5(b)) but this distortion increases
as the fluid proceeds downstream the dig. 5(d)).(3) On the
ribs (Fig. 5(c)), both vortices shrink in size and get distorted onl«
near the bottom. This pattern repeats itself until the lastFig.
5(e)). The general effect of the Coriolis force induced seconda
flow is to distort the rib-induced vortices. Consequently, the ten
perature contours are shifted toward the trailing surface, whi
affects the heat transfer coefficients from both the leading al
trailing surfaces as seen from the corresponding temperature c

tour plot.
Figure 6 shows the cross-stream velocity vectors and tempegRy. 6 Secondary flow and temperature [0=(T—T)(T,
ture contours for the low rotation low density rai®=135 deg —T,)] for rotating ribbed duct, Ro =0.14, Ap/p=0.122 and

(case 3)at the same planes as in cases 1 and 2. Comparing Figg£6135 deg
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Rotation direction
N

_ (a)Ro=00,[ %S
. Aplp=0.122

30
V ﬁ 20
\ 1.0

(b)Ro=0.14,
Ap/p=0.122
B=135°

(c)Ro=0.28,
Aplp=0.122
B=135°

Fig. 7 Secondary flow and temperature [0=(T—T)I(T,
—T,)] for rotating ribbed duct, Ro =0.28, Ap/p=0.40 and
B=135 deg

(d)Ro=0.28,
Ap/p=0.20
B=135°

5(d)) shows that there is only minor change in the net effect of tt
secondary flow fields. This minor change appears more clearly
the temperature field. By comparing the temperature contours
Fig. 6 with Fig. 5, we notice that the cooler fluid is pushed bac
toward the leading surface, reducing the steep temperature gri

ents on the trailing surface. (e)Ro=0.28,
As we increase the rotation number and density ratio, tt PP

strength of the rotation-induced secondary flow increases a
gradually overcomes the rib induced secondary floecall Fig.

3(c)). By reaching a rotation number of 0.28 and a density ratio
0.40 as shown in Fig. Tcase 6), the rotation-induced secondar
flow is found to be dominant over the rib induced secondary flo _

especially downstream of the channel. This is very clear by cor (f)Ro=0.14,
paring the corresponding axial stations in Figs. 7 and 6. Th ‘Epi"gf)o‘"m

important result has its own consequence on the temperature fi
and thus the Nusselt number ratio distribution. The rib induce
secondary flow is not any more able to drive the secondary flc
from the ribs leading sidénear the top surfageo the ribs trailing
side (near the bottom surfageOn the contrary, the rotation in- _. . . o
duce(d secondary flow movg:s the cold fluid f?/om the bottom syr.Y: 8  Leading surface detailed Nusselt number ratio distribu-
Y . on in ribbed duct
face along the ribbed surfaces with the secondary flow along the
leading surface is much stronger than the one on the trailing sur-

faqe._ The temperature contours in Fig. 7 indicate that _the Coé?ease as we move towards the bottom surface. This is due to the
fluid is moved toward the bottom surface compared to Fig. 6. rib induced secondary flow that moves from the top surfacel

4.2 Detailed Local Heat Transfer Coefficient Distribution. paraliel to the ribbed wallsto the bottom surface.

For various rotation numbers and density ratios, Figs. 8 and 9Effect of Channel Orientation on the Leading and Trailing Sur-
show the local Nusselt number ratio contours of the ribbed leadifeces. For fixed rotation number and density rat®o=0.14 and
and trailing surfaces, respectively. The non-rotating case in Fiypo/p=0.122), Figs. 8(band 8(f) show the Nusselt number ratios
8(a) 9(a) for the trailing surfacewill be used as a baseline for contours on the leading side f@=135 deg and 90 deg, respec-
comparison and discussion. Figuresb)8through 8(e) 9(b) tively. Comparing these figures with the non-rotating leading side
through 9(eor the trailing surfaceare for3=135 deg while Fig. (Fig. 8(a)), it is noticed that the Nusselt number ratios decreased
8(f) (9(f) for the trailing surfackis for =90 deg. The entrance in both cases with the decrease in e 135 deg case being the
and exit regions were cut to focus on the ribbed heated sectionost(a 19 percent decrease compared to a 10 percent decrease in
First, the effect of the channel orientation on the Nusselt numbgire 90 deg case). Figures 9@nd9(f) show the Nusselt number
ratios is discussed via comparing FiggbBand 8(f) (9(b) and ratios contours on the trailing side f@=135 deg and 90 deg,
9(f) for the trailing surface Second, the effect of increasing therespectively. Comparing these figures with the nonrotating trailing
rotation number on th@=135 deg Nusselt number ratios is dissside (Fig. 9(a)) it is noticed that the Nusselt number increased in
cussed via Figs. (@) through 8(c) 9(a) through 9(c)for the trail- both cases with the increase B+=135 deg being the leaga 1
ing surface). Third, the effect of increasing the density ratio on thEercent increase compared to a 5 percent increase iB+80
B=135 deg Nusselt number ratios is discussed via Figs) 8deg case). The reason why the Nusselt number ratios in the
through 8(e) 9(c) through 9(e)for trailing surface. B=135 deg case decreased more on the leading side and increased
In Fig. 8(a), the highest Nusselt number ratios were obtained tess on the trailing side compared =90 deg case can be un-
the top of the ribs, and the lower Nusselt number ratios weterstood in light of the conceptual secondary flow diagram in Fig.
obtained right before and after the ribs. Between any two ribs, tBe The rotation induced vortex in th@=135 deg configuration
Nusselt number ratios are highest near the top surface and d®ve along the full face of the leading or trailing surfaces. How-
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(d)Ro=0.28,

Ap/p=0.20 Fig. 10 Calculated and measured Nusselt number ratio distri-

bution for non-rotating ribbed duct, Re  =10,000

Effect of Increasing the Density Ratio on the Leading Surface
In Fig. 8(d), the rotation number is kept fixed at 0.28 while the
density ratio is increased to 0.20. It is seen from this figure that
the high Nusselt number ratios regions are moved further toward
the bottom surface. Increasing the density ratio further to 0.40
(Fig. 8(e)), we notice that the high Nusselt number ratios regions
are now existing next to the bottom surface with a total decrease
of only 4 percent compared to the non-rotating case.

Effect of Increasing the Rotation Number on the Trailing Sur-
(f)Ro=0.14, face. Figure 9 shows the same information as in Fig. 8 but for
Ap/p =0.122 the trailing surface. Figure(8) (Ro=0.00)will be used as the
B=90° ; . ; . ; .

baseline for comparison and discussion. As discussed before, in-
creasing the rotation number to 0.(Fg. 9(b))causes the Nusselt
number ratios to increase only by 1 percent compared to the non-
rotating case. In Fig.(@), the rotation number is increased further
to 0.28 while the density ration is kept fixed at 0.122. This causes
the Nusselt number ratios to increase by 6 percent compared to
the non-rotating case. Also, it is seen from this figure that the high
Nusselt number ratios regions are spreading toward the bottom
surface.

ever, the rotation induced vortex in ti®=90 deg configuration  Effect of Increasing the Density Ratio on the Trailing Surface
moves along only one half the face of the leading or trailingn Fig. 9(d), the rotation number is kept fixed at 0.28 while the
surfaces. With this in mind, we notice in Fig. 3 that the twalensity ratio is increased to 0.20. It is seen in this figure that the
secondary flows produced by rotation and angled ribs for the righ Nusselt number ratios regions are pushed slightly more to-
tating 8=135 deg duct combine destructivelypposite direction ward the bottom surface. Increasing the density ratio further to
and thus reduce heat transfer on both the leading surface a”d(mﬁ)(Fig. 9(e))causes the Nusselt number ratios to increase by 12

trailing surface. On the other hand, the two secondary flows prQx ; ; :

. g . ercent compared to the non-rotating case. It is also seen from this
duced by rotation and angled ribs for the rotatfag90 deg duct E ure that LFJ) stream of the channgt]al the high Nusselt number
combine to(i) constructively(same directiongnhance heat trans- 9 » up ' g

fer for only one half of each of the leading and trailing surface@tios are moved toward the bottom surface while downstream
and (i) destructively(opposite directionreduce heat transfer for they dominate most of the inter-rib regions.
the other half of each of the leading and trailing surfaces.

Fig. 9 Trailing surface detailed Nusselt number ratio distribu-
tion in ribbed duct

4.3 Spanwise-Averaged Heat Transfer Coefficients and Com-
Effect of Increasing the Rotation Number on the Leading Suparison With Experimental Data.Figures 10 and 11 show the
face. In Fig. 8(b), the rotation number is increased to 0.14 whilspanwise-averaged and regional-averaged Nusselt number ratios
the density ratio is kept fixed at 0.122. As discussed before, ti{idu/Nu,) for the ribbed cases @non-rotating)and 2(8=90 deg
causes the Nusselt number ratios to decrease by 19 percent cotating). The rotation number and the inlet coolant-to-wall den-
pared to the non-rotating caskig. 8(a)). But when the rotation sity ratio were held constant at values of 0.14, and 0.122, respec-
number was increased to 0.2Big. 8(c)), the Nusselt number tively. Note that the experimental regional-averaged Nusselt num-
ratios decreased only by 10 percent compared to the non-rotatlrey in Griffith et al.[14] is based on the projected area of each
case. Moreover, it is noted that the high Nusselt number ratiospper plate rather than the true heat transfer surface area which
regions are shifted to the middle of the ribbed surface. This iscludes the 45 deg rib-increased area. However, our predicted
because of the rotation induced secondary flow getting strongegional-averaged Nusselt Number is based on the true heat trans-
and gradually overcomes the rib induced secondary flow. fer area for the test surfaces with 45 deg ribs which is 1.25 times
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3
2
1
the projected area. Therefore, the experimental data were divided W

by 1.25 to reasonably compare with our regional-averaged Nusselt © 1t 2 3 5 6 7 0 1 2

number, except for the inner and outer surfaces where there were

no ribs. The predicted Nusselt number ratios on the leading aRig. 12 Effect of rotation and density ratio on 135 deg Nusselt
trailing surfaces are in good agreement with Griffith etfdl] number ratio distribution for Re  =10,000

data for the non-rotating cag€ig. 10) while relatively close to

the experimental data in the rotating cdfé&g. 11). Downstream

of the channel, the predicted Nusselt numbers on the top and

4 3 4
S/D S/D

bottom surfaces are mildly over-predicted and under-predictdfl® Nusselt number ratios on the bottom surface are higher than
respectively. This may be partly attributed to the fact that thT@e ones on the top surface_. This is a direct result _of the rotation
predicted Nusselt number ratios are based on a uniform wall tefiduced secondary flow which pushes the cold fluid toward the
perature boundary condition while the experimental ones Jpettom surf_ace. F_or the Ieac_ilng ar_1d trailing surfaces, the Nusselt
based on a uniform wall heat flux boundary condition. number ratios spikes are higher in case 3 compared to case 6,
The spanwise-averaged Nusselt number distributions on th_@weve_r, the Nusselt number ratios in t_he inter-rib regions are
leading and trailing surfaces of Figs. 10 and 11 show periodf&gher in case 6 cc_;mpared to case 3. It |s_found that_ Fhe overall
spikes. The higher spikes which occur on the ribs tops are cauddgsSelt number ratios of case 6 on the leading and trailing surface
by the flow impingement on the ribs, and the lower spikesich ~are higher than those in case 3 by 18 percent and 11 percent,

occur right before and after the ribare caused by the flow reat- réspectively.
tachment between the ribs. The Nusselt number ratios are high in

the regions between the ribs. The Nusselt number ratios increase .
until the last rib, which is similar to the results obtained in Jang’é Conclusions

et al. [25] 45 deg-ribbed square channel and Al-Qahtani’s et al. A multi-block RANS method was employed to predict three-

[26] 45 deg-ribbed rectangular channélR=2). This phenom- dimensional flow and heat transfer in stationary and rotating
enon is caused by the rib-induced secondary flow becoming str@ibbed rectangular channels with aspect ratio of 4:1 and for vari-
ger along the duct as discussed in Figure 4. The Nusselt numBgs rotation numbers and inlet coolant-to-wall density ratios. Two

distribution on the top surface of Figs. 10 and 11 shows thatdhannel orientations are studie=90 deg and 135 deg. The

increases all the way to rib 9 as a result of the secondary flow thgksent near-wall second-moment closure model results were

pushes the cold fluid towards the top surface. For the same reas@impared with the experimental data of Griffith et f14]. It

the Nusselt number distribution on the bottom surface is decregsedicted fairly well the complex three-dimensional flow and heat

ing (although mildly)since it receives the heated fluid from theransfer characteristics resulting from the large channel aspect ra-

ribbed surfaces. ) tio, rotation, centrifugal buoyancy forces and channel orientation.
Figure 12 shows the spanwise-averaged Nusselt number ratig® main findings of the study may be summarized as follows.

(Nu/Nu,) for the =135 deg ribbed cases 3 and 6 which presents

a comparison between the low-rotation low-density ratio case andl The inclined ribs start two counter-rotating vortices that os-

the high-rotation high-density ratio cases which is close to the re@llate in size along the streamwise direction. For cas@gdn-

rotor cooling conditions. The following observations are obtaing@tating), the secondary flow results in steep temperature gradients
by comparing Fig. 1@) with 12(b).(1) It is seen that the Nusselt and high heat transfer coefficients on both the top and ribbed

number ratios on the top surface of case 3 were higher than féfaces.

ones on the bottom surface due to the rib induced secondary flow? For case 23=90 deg), the rotation-induced cross-stream
which convects the cooler fluid along the ribbed surfaces and thg@condary flow distorts the rib-induced vortices and consequently,
back to the top surface resulting in higher Nusselt number ratig@ation shifts the temperature contours and affects the heat trans-

on the top surface. However, in case 6 which represents the hi§k coefficients from both the leading and trailing surfaces.
rotation high density ratio range, the situation is reversed wherer case 3, 4, 5, and =135 deg):
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3 The rib-induced vortices are slightly distorted by low [3] Ekkad, S. V., and Han, J. C., 1997, "Detailed Heat Transfer Distributions in
rotation-induced Secondary flo@vase Sbut significantly Changed 1’\3/(1;)1—]|)3ass Szgl;e;rezggsnnels With Rib Turbulators,” Int. J. Heat Mass Transf.,
by_the high rotation hlg_h density ratio induced _secondary flow. 4] Liou T’._’,)Jf." Tzeng, Y..Y.. and Chen, C.-C., 1998, “Fluid Flow in a 180 Deg
This results into reversing the flow on the leading surface and " sharp Turning Duct with Different Divider Thicknesses,” ASME Paper 98-GT-
reduces significantly the magnitude of rib-induced secondary flow 189.
on the trailing surface [5] Wagngr, J. H., thnson, B. V, and Kopper, F. C., 1991, “Heat Transfer in

4 The effect of increasing the rotation numieith fixed den- ?f;a;;”g Sgrzpf”g;g Passage With Smooth Walls,” ASME J. Turbomach.,
SIty ratlo)_'_s to monOtonlca”y mcre,ase the Nusselt number ratio [6] Dutta,’Sp.i,lemd Han, J C., 1996, “Local Heat Transfer in Rotating Smooth and
on the trailing surface. On the leading surface, the Nusselt number "~ ripped Two-Pass Square Channels With Three Channel Orientations,” ASME
ratio decreases firgstase 3)and then increasggase 4) J. Heat Transfer183), pp. 578-584.

5 The effect of increasing the density rafigith fixed rotation [7] Soong, C. Y, Lin, S. T, and Hwang, G. J., 1991, “An Experimental Study of
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Large Eddy Simulation of
Constant Heat Flux Turbulent
Channel Flow With Property
wie.naitey' | Variations: Quasi-Developed
\nolens ¥ Model and Mean Flow Results
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Turbulent planar channel flow has been computed for uniform wall heating and cooling
fluxes strong enough to cause significant property variations using large eddy simulation.
Channels with both walls either heated or cooled were considered, with wall-to-bulk
temperature ratios as high as 1.5 for the heated case, and as low as 0.56 for the cooled
case. An implicit, second order accurate finite volume scheme was used to solve the time
dependent filtered set of equations to determine the large eddy motion, while a dynamic
subgrid-scale model was used to account for the subgrid scale effects. Step-periodicity
was used based on a quasi-developed assumption. The effects of strong heating and
cooling on the flow were investigated and compared with the results obtained under low
heating conditions.[DOI: 10.1115/1.1518499

Keywords: Channel Flow, Computational, Heat Transfer, Turbulence

1 Introduction especially using the compressible form of the governing equa-
tions. An increasing number of such problems need to be investi-

ated to develop and discern the limits of subgrid-scale modeling
r such flows. More importantly, recent concerns have been

Large eddy simulatiofLES) and direct numerical simulation
(DNS) provide means for determining detailed information abo
turbulent flows that may be difficult to obtain experimentally. Ong.jsoy apoyt the validity of the commonly used law-of-the-wall
such class of flows was considered for this work: turbulent planf'g

h ; r both the velocity and especially the temperat(see Brad-
channel flow with constant and uniform heat transfer fluxes at ﬂ%ﬁaw and Huanf@]). The simulation of flows with strong heating
walls of magnitudes large enough to cause significant prope .

Ad variable properties will help to determine the validity and/or

variations. Experiments on this type of flow have been largefiniis of these basic relationships that are used extensively in
limited to determining wall parameters only, e.(riction factors many CFD design and analysis codes.

and Nusselt numbersind in a few instance@erkins[1], Shehata ~ 1h¢ present paper deals with the large eddy simulation of tur-
[2], Shehata and McEligdB,4]) mean velocity and temperatureyjent planar channel flows with uniform heating and cooling
profiles. Thls is because small tL_Jbe diameters or cha_mnel heightses of magnitudes large enough to cause significant property
were required to measure dominant forced convection; the tggfiations. A compressible formulation of the dynamic subgrid-
sections were frequently too small to obtain detailed measuigsale model of Germano et d110] was used to simulate the
ments of temperature and velocity mean and fluctuating profilefioys, The effects of heating versus cooling on turbulent fluctua-
A significant amount of research was conducted for this class @fns were investigated. Comparisons were made to the limited
flows in the late 1960s and early 19708IcEligot et al. [S],  experimental data for such flows, which mainly consisted of wall
Schade and McEligd6], Bankston and McEligd]). The efforts - parameters such as friction factors and Nusselt numbers. Com-
primarily employed boundary layer codes and simple mixingarisons were also made to simulations of flows under low heating
length turbulence models for the Reynolds averaged equatiopgnditions, which produced results very similar to passive scalar
The thermal entry region was studied extensively. Interest in gagnalyses and for which there exists detailed experimental and
cooled nuclear reactors and nuclear propulsion systems necepfS data of mean and fluctuating quantities.
tated the understanding of forced convection heat transfer with
strongly varying properties. More recently, computational studies
of this class of flow have employed a more complete mathemagi- Review of Related Numerical Studies
cal description of conservation equations, usually the Reynolds
averaged Navier-StokéRANS) equations, with a range of turbu-
lence models. See, for example, Ezato ef @], where the em-
phasis was on strong heating in a vertical pipe. A trend towa|
laminarization is often observed in flows with strong heating.
This particular class of flows with heat transfer is of curre
interest in the computational fluid dynami@FD) community for
a couple of reasons. For one, large eddy simulation has been u
for a very limited set of turbulent flows including heat transfe

Numerical simulations of this class of flows are also practically
nonexistent, mainly because of the nonhomogeneity in the stream-
ise direction. The exception appears to be the DNS study of

atake et al[11], which provided results on laminarization of
nf{.’)rced gas flows in circular tubes with strong heating. The present
research is the first known LES study of a constant heat flux
%E?nnel flow with variable properties.
' he velocity parameters for the low heating cases can be com-
pared to the incompressible DNS results of Kim et[4R] and
1—Current address: General Electric Aircraft Engines, Cincinnati, OH 45215 experimental reS-U|tS of NlederSChU|t-e et [313]' In addition, the

Contributed by the Heat Transfer Division for publyication in t@JQNAL OF temperature profiles for the low heating cases can be compared to
HEAT TRANSFER Manuscript received by the Heat Transfer Division November 14'[,he DNS of constant heat flux turbulent channel flow where the
2000; revision received July 23, 2002. Associate Editor: D. A. Kaminski. temperature field was treated as a passive s¢afr In this pa-
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per, the variable property, high heat flux results are compared toThe effects of the small scales are present in the above equa-
the results from the low heating cases to determine the effectstioins through the SGS stress tensor in the filtered momentum
high heating and high cooling. equation,
A similar but distinctly different variable property channel flow .
was simulated by Wang and PletcHd5]. They performed the 7ij = plUiU; — UU;) (8)
LES of low Mach number channel flows with one hot isothermal
wall and one cold isothermal wall, with temperature ratios as higd the SGS heat flux in the filtered energy equation,
as Thot/ Teoig=3- The hot wall corresponded to heating, and the L
cold wall corresponded to cooling. However, the heat transferred Qj=pcv(Tuj—Tﬂj). 9)
to the hot wall was removed from the channel through the cold
wall, so that unlike the present simulations, there was no changeSeveral other subgrid-scale terms have been omitted from the
in the bulk temperature. The compressible formulation of the d{otal energy equation; the terms were neglected since only low
namic SGS model was utilized in a staggered grid finite volunfdach number flows were considerg¢d8]. Vreman et al[19]
method that was fully implicit. Nicoud and Poingdi6] reported demonstrated that this assumption was appropriate for Mach num-
a variable property DNS study for a similar channel flow with ongers below 0.2.
hot wall and one cold wall. The compressible formulation for the dynamic model first pro-
Another simulation of interest was the DNS of supersonigosed by Moin et alf20] was utilized in this research.
isothermal-wall channel flow by Coleman et fL7]. The Mach Using the Boussinesq assumption relating the SGS stress to the
numbers, based on the bulk velocity and sound speed at the wdigg of mean strain, the model parametrization for the SGS stress
were 1.5 and 3.0, resulting in significant density and temperatU@nsor is
variations in the channel. The compressible effects were found to

be mostly due to these large mean property variations. The heat _ E 26 _ ol —a2idT £~
generated near the walls due to dissipation was transferred out of Tij~ 34 8jj=—2C4pA%SI| S; 3 Sakdij | (10)
the channel, so that no bulk temperature rise occurred for this flow
as well. 1 -
2 —A\2[Q)2
9°=5 7= CipA S| (11)

3 Governing Equations where

The governing equations for large eddy simulation are obtained |~S| :(2”5””5”)1/2 (12)

by filtering the compressible form of the equations for the conser-

vation of mass, momentum, and energy. The filtering operatiog the grid filter length iﬁ:(AxAyAz)m- 7 Was neglected by
which separates the effects of the large-scale and small-scale Benringc, =0.0 because several researchers have shown this term

tions, can be written in terms of a convolution integral as to be negligible compared to the thermodynamic pres¢8py-
_ .. ropoulos and Blaisdell21], Squired22]). The dynamic subgrid
f()?,t)=f G(X,&)f(&,1)d¢, (1) stress model uses the information at two different grid levels
D (original filter and test filterto determine dynamically the coef-

whereG is some spatial filter with a width on the order of the gricI'C'ent Cq. Let

spacing, and is the flow domain.

The equations are recast in terms of Favre averdgesss-
weighted), wherd = pf/p, and nondimensionalized with respectyhich is the stress term after applying the grid filter. In a similar
to a reference lengttchannel half-heightL., , velocity V., tem-  manner, we compute
peratureT,, densityp,, and viscosityu, . The resulting set of

tij=puiu;— pUil; (13)

equations governing the large eddy motion is - p—ﬁ—‘ipﬁ—}
— Tij=pUilj— —= (14)
dp dpup) _ 0 @ p
at IXi ' which is the stress term after applying the test filter that is usually
— -~ = o~ - twice larger than the grid filter. The algebraic identity of Germano
d(pu J(pu;u J J J - ; :
() | olptily) __ o0 200 2T (3) etal.[10]in the compressible case gives
at X axi X, dx
apE) ALGE+PU]  a@é) aa oQ Dy=T; ;= (—pufuj A (15)
P X =Tk i ax @ S p P

i ] i i

If it is assumed that;; and T;; can be modeled by the same

where the resolved total energys=c, T+ 1/ZUT; , the viscous ; I S
9y v ! functional form that utilizes the same coefficie@y, then

stress tensor is

. 2u [~ 1~ Sii e~ [~ Oii ~
and the strain rate tensor and heat flux vector are and
~ 1 &ﬁi ﬁtﬁ) 5 ~ [~ 5 =
= —+ — i At R 2 R
Si=3 ( o o, ©) Ti- 3 Tue fzcdpAZISI( Si- %3«) (17)
- Cpu fl" R A A - —
%=Re Prox, (1) whereS; = (i 1ax;) + (i; 19x;)) and|S|= V25, S, in which
S Cg4 is a coefficient to be computed. Substituting Et6) and Eq.
The Favre filtered equation of stateps- pRT. (17) into Eq. (15) gives
28 / Vol. 125, FEBRUARY 2003 Transactions of the ASME
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S The dynamic model coefficient&y and Py, were averaged

Djj— 3 Dk along the only homogeneous directi@panwisejn this research
to help suppress numerical instabilityy tended to be approach-
. __&j 22 8ij2 ing zero near the solid wall, but Psometimes gave unreasonably
=20d(pA2|S|( i = —Skk) pA ISI( S - ?Skk)) large values at the first grid point from the wall, and was reset as
0.9 for the sake of stability when this occurred.
:chpij (18)
A least-squares approach suggested by LR§]is used to calcu- 5 Finite Volume Method
late C4 using Eq.(18) The structured grid finite volume method used to numerically
solve the governing equations is a three-dimensional extension of
_£< Pij) (19) the code described in Dailey and Pletch2d]. The code used
472 (PijPij) Cartesian hexahedral control volumes, and solved for the primi-

tive variables p,u,v,w,T) which were stored at the cell centers.
4 Dynamic Prandtl Number Time integration was performed using an implicit LU-SGS
A gradient transport formulation is usually a convenient angc€Me in a dual time stepping approach. Time-derivative precon-
efficient way to approximate the turbulent heat flux. For examplg, itioning was used to enable the computation of low Mach num-
er flows with property variations. The solver was second-order
the SGS heat flugy =pU;T— pTi; T can be expressed as accurate in space and time. The multiblock code was parallelized
we 9T using the message passing interfédb&Pl). Artificial dissipation
P_rp ~ was not used for the simulations in this study.
t i

where Pyis the SGS turbulent Prandtl number, ands the SGS 6 Problem Description

eddy viscosity.
The SGS turbulent Prandtl number can be determined by cs?‘
(]

= —

The problem of interest was turbulent, nonreacting flow of air
a two-dimensional horizontal planar channel. At the upper and
wer walls of the channel, a constant heat flux was applied of
sufficient magnitude to cause significant variation in the
temperature-dependent fluid properties, as shown in Fig. 1. For

information from two different grid resolutions: test filtered an
grid filtered. For the test filtered scalar flux

Qui=puiT—=puT (20) gases, the density, thermal conductivity, and molecular viscosity
and grid filtered scalar flux, all vary at about the same rate as the absolute temperature. The
-~ variation can be represented with a power-law dependence with
Qi =puT—pu;T (21)  exponents of 0.7—0.8 for both the thermal conductivity and vis-
n algebraic identity exist cosity. The specific heats vary only §I|g_h_t|y with temperature, and
an algebraic identity exists the Prandtl number does not vary significantly. Therefore, for the
22 2 == == 2 i ~ oS g
E,=Q, —th {pu T-paT - {p e S present simulations, the molecular viscosity was specified with the

(22) power-law, u=T%7, the Prandtl number was assumed to have a
constant value of Rr0.71, and the specific heats were assumed to
Using a gradient transport form for the turbulent heat flux ange constant. The ratio of specific heats wasl.4.
the SGS eddy viscosity determined from the dynamic SGS modelThe flows were computed at low Mach numbeks, & 0.001)

for the momentum equations, one can write so that the effects of viscous dissipation were negligible. Assum-
ing a horizontal orientation for the channel axis, the Froude num-
c c /\~ ber, Fr=Gr/R¢€, where Gr is the Grashof number, was small so
d| 2%= N2 that buoyancy effects were assumed to be negligible. The Peclet
E=—— AZS——A s— 23 yancy _ > negligivie. 1
: Pr, PAp7lS 2—[ | (23) number was small such that axial conduction was negligible. Al-

though the simulation parameters were set up so that viscous dis-

Writing the above vector equatlon in SymbOI'C form yields sipation, axial conduction, and buoyancy were negligible, the vis-

c,CyA?
pvd
Y

where

== .=

Ei:pUiT_ _tliT (25) X

and l/ 1 i/ \L

I

=5 i - T
=l S Ny oo N
where « is the square of the ratio of these two different gric 2n
resolutions. That is, —l—
A2 2

a—= P
Equation(24) is a system of three equations for a single unknow
Pr.. We can employ the least squares approach to calculate q
turbulent Prandtl number as

_ — (FkFw) . . _ _
Pr=—c,Cq4A (27) Fig. 1 Diagram of two-dimensional plane channel with con-
(ExF stant wall heating rate, ¢,
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cous dissipation and axial conduction terms remained in tloe decreasingfor p). The normalized streamwise momentum pro-

governing equations being solved; the buoyancy terms were fiik¢ was nearly invariant in the streamwise direction.

included in the governing equations. Interrogation of the solution revealed that the following condi-
For uniform wall heatingor cooling)with constant fluid prop- tions heldapproximatelyin the downstream regiorx{5):

erties under the assumptions given above, turbulent channel flows

approach a fully developed state in which the time averaged 9(pu) =0 (28)
streamwise velocityy, and the nondimensional temperatute, X

=(T,—MN/(T,—Ty), profiles no longer change in the stream-

wise direction, and the wall-normal velocity, is zero. Conse- (9_":0. v£0 (29)
quently, the local, wall, and bulk temperatures increasede- X '

crease)linearly along the channel at the same rate, which is

directly related to the amount of heat being addedremoved) &—p=constant (30)
from the flow. IX

For strong heating or cooling, the assumption of constant fluid
properties is no longer valid. For air flows, the large variations in ﬂ _ tant 31
temperature result in significant variations in density, molecular X — constant. (31)

viscosity, and thermal conductivity. In general, a fully develope
state is never achieved. The temperature incre@sedecreases)
in the streamwise direction leading to decreadiogincreasing)
density. The velocity must correspondingly increésedecrease)

siihus, it appeared that a short section of the downstream region
could be computed in a “stepwise periodic” manner with the fol-
lowing streamwise boundary conditions:

to maintain a constant mass flow rate in the channel. Also, the pu(0y)=pu(L,,y) (32)
temperature variations lead to changes in the fluid thermal con-
ductivity at the wall, so the temperature gradient at the wall, and v(0y)=v(Ly,y) (33)
hence the nondimensional temperature profile, changes to main-
tain the constant wall heat flux. w(0y)=w(Ly,y) (34)
Performing the LES of a developing channel flow with strong _
heating or cooling conditions is beyond the capability of current Po(0Y)=Pp(L,y) (35)
supercomputers. Fortunately, far downstream of the entry region, T(0y)=T(Ly,y)—AT,, (36)

typically 20 to 40 tube diameters, experiments show that the flow . ) ) L
evolves into a “quasi-developed” staf&] where thermal entry whereL, is the length of the channel in the streamwise direction,
effects are no longer important. This is the region of interest féd Pp iS the periodic component of the pressupgx,y) = Bx

the simulations discussed in this paper. +Pp(X.y). ) ) )
The temperature differencA,T,, in Eq. 36 is related to the net

heat transferred to the flow in the solution domain, and was found
7 Quasi-Developed Assumption by integrating the energy equation around the boundaries. For

In this section, two calculations of laminar, two-dimensionaf,zons’[ant propertieaT, is given by

constant heat flux channel flow are compared for variable property O
flow. The first calculation was of the hydrodynamically and ther- XT o X
. X c,m/A

modynamically developing channel flow, where the flow develops P ¢

from uniform conditions at the inlet to the downstream, quasHowever, for variable propertiesAT, is a function ofy because

developed region. The second calculation used “stepwise” pethe streamwise temperature gradient varies inytd@ection.

odic boundary conditions, described later in this section, to com-The developing channel calculation indicated that this variation

pute a short segment of the channel in the downstream, or quasiuld be approximated by a linear functionyofs

developed region. Agreement between the two calculations

validated the assumed stepwise periodic boundary conditions, AT, (y)=cqly|+c,. (38)

which were subsequently used for turbulent simulations. By specifying the wall streamwise temperature gradient and the
7.1 Developing Laminar Channel Flow. The first calcula- bulk temperature rise for the channel, the constependc, were

tion, referred to as the “developing channel” calculation throughd€rived as discussed [22], giving

@37

out the remainder of this paper, was initially performed to better AT,—AT,,

understand the downstream region, as well as to validate the step- clzﬁ (39)
wise periodic boundary conditions. The bulk Reynolds number puy

based on hydraulic diameter was JRe80, and the nondimen- L wAT,—AT,

sional length of the channel was= 10 (with respect to the chan- Cp= 2 (40)
nel half-height). This low Reynolds number was chosen to mini- Louy—1

mize the length of the channel. The nondimensional wall heat flyyhere

was Q" =q,Dy,/(k,Tp) =20, whereq,, is the wall heat fluxDy,

is the hydraulic diameteT, is the bulk temperature, arg is the | Jl uly|d (41)
thermal conductivity based of,. The inlet flow was uniform PYY 2ppuy ,1p yidy-

with the temperature and velocities specified, while the static pres-
sure was extrapolated from the interior flow domain. The desired7.2 Quasi-Developed Laminar Channel Flow. The pur-
Reynolds number was obtained by specifying the approprigtese of the second laminar calculation was to attempt to validate
static pressure at the outlet, while all other variables were extrafbe stepwise periodic boundary conditions for the quasi-developed
lated at the outlet. region given by Eqs(32)—(36). The flow was computed in a short
Although not shown here, the resulting contours of densitgection of the channel of nondimensional length=0.5 in the
streamwise velocity, streamwise momentum, and temperature downstream region. This computation is referred to as the “quasi-
dicated that after the initial developing regian<(4) of the chan- developed” channel flow in the remainder of this section.
nel, the flow asymptotically achieved a quasi-developed state. TheThe values ofAT, andAT,, in Egs.(39) and (40) were speci-
normalized profile shapes were essentially unchanged, evieed. However, several trials were required to obtain values of
though the absolute value was continually increa¢fogu andT) these parameters that provided the desired wall heat flux and net
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Fig. 2 Streamwise variation of bulk properties for two- Fig. 3 Streamwise variation of flow parameters for two-
dimensional, laminar, constant heat flux channel flow dimensional, laminar, constant heat flux channel flow

turbulent flows[26]. Consequently, it was assumed that the step-
heat transfer to the channel. The pressure gradient pararﬁeteﬁ"’ise periodi_c boundary conditions would also be useful for turbu-
was adjusted iteratively to provide the desired mass flow rate. fent simulations. _ .

The results for the quasi-developed channel and the developinigDne slight modification to the stepwise periodic boundary con-
channel flows are compared in Figs. 2 and 3. The streamw/@@0ns was made for the turbulent simulations presented later in
variation of the bulk density, velocity, and temperature are shoWf}S Paper. The turbulent simulations were performed at much
in Fig. 2, and the streamwise variation of the wall-to-bulk temPigher Reynolds numbers (Be10,800-11,400), resulting in
perature ratio, friction coefficient, and Nusselt number, all baségfS than 1.2 percent variation of the temperature in the stream-
on bulk properties, are shown in Fig. 3. The results demonstratépe direction. Therefore, it was satisfactory to assuliig was
excellent agreement between the two computations for thdggdependent of, so that Eq(37) could be used instead of Eq.
parameters. (38).

Profiles of the streamwise velocity, wall-normal velocity, and
temperature, normalized by the local bulk properties were cor@- Turbulent Simulations
pared at a streamwise location where the Reynolds number basefetails of running the turbulent constant heat flux channel flow

on local bulk properties was the same for both calculations. Eximjations are discussed in this section. The cases of interest are
cellent agreement was obtained for the streamwise velocity. HoWascribed, followed by a discussion of the difficulties encountered

ever, the wall-normal velocity was nearly zero for the quasjp setting up the desired flow conditions. Details of computing the
developed computation, whereas a significantly larger, vV

- NP Rrbulence statistics for this problem are also given.

negligibly small variation inv across the channel was observed
for the developing channel computation. For higher Reynolds8.1 Case Descriptions. Four turbulent simulations of
numbers, such as those for the turbulent simulations presengthsi-developed turbulent plane channel flow with constant wall
later in this paper, the variation in is expected to be even lessheat transfer rates are presented in this paper. Two cases with
significant based on the results of Swearingen and McEJ@®}, “low heating” are referred to as cases LHQW and LHTW, where
so the current assumptions should be satisfactory. LHQW was simulated with a specified constant wall heat flux

Overall, the use of the stepwise periodic boundary conditiongpundary condition, and case LHTW was simulated with a fixed,
given by Egs(32)—(36), allowed duplicate results to be obtainedut linearly varying, wall temperature boundary condition that
in the quasi-developed region compared to the developing flogsulted in a nearly constant wall heat flux. The rate of heat addi-
calculation for constant wall heat fluxes. The apparent existeniien, Q" =0.8, was low enough that the properties were essen-
of quasi-developed conditions in the downstream region of a tubally constant. In many of the figures, the “low heating” cases are
flow with constant wall heat fluxes has also been observed faferred to collectively as case LH, because many of the mean
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Table 1 Control volume dimensions in wall units stream of any entrance effects, the bulk density, velocity, and
hence, Reynolds numbers are invariant in the streamwise direc-

+ + + ¥ k ' i 07
Case  Az™ Ayl, Aype, Az tion. Consequently, the “state” at each streamwise location is the

LHTW 227 2.3 8.0 114 same, where here the “state” refers to the local values of the bulk

LHQW 226 2.3 8.0 11.3 density, velocity, and Reynolds number. Conversely, for the quasi-
HH 14.1 1.4 5.0 71 developed region of a channel with variable properties, there is an
HC 4.5 45 15.6 22.2 infinite number of “states” because the properties vary in the

streamwise direction. Setting the flow parameters to obtain a de-
sired state can be quite difficult.

It was somewhat difficult to construct the flow parameters for a
L i . given simulation to provide the desired effect. The parameters
flow and tur_buler_lce statistics, especially for the_ velocny flel_ ncluded the wall temperature distributionT,,(x)=T,(0)
were nearly identical. Case HH, referred to as *high heating” in. (4T, /dx)x, initial bulk velocity and temperature distributions
the figures, was run with constant heat additi@" (= 15.0) that (and hence, wall-to-bulk temperature rafiand the streamwise
resulted in a wall-to-bulk temperature rati®,, /Ty, of 1.5. Fi- temperature difference, which is directly related to the wall heat
nally, case HC, referred to as “high cooling” in the figures, wagjyx. The goal was to adjust these parameters to achieve a desired
run with constant cooling@ "= —15.0) that resulted ifT,,/T,  wall-to-bulk temperature ratio and heating or cooling level.
=0.56. The constant heat flux condition for cases HH and HC Recall that the quasi-developed region is far downstream from
were also achieved by specifying a fixed, but linearly varying wajhe entrance region for a developing channel flow. The local bulk
temperature. Reynolds number provides an indication of how close one is to

All simulations reported here were run with a domain size ghe entrance region. For instance, in the case of heatingd&®e
27X 2% with the same grid that had 48xX64x48 control volcreases in the streamwise direction becalige and hencev,,
umes in thex, y, zdirections, respectively. A grid study for the lowincreases in the streamwise direction.
heating simulations indicated that this grid size provided accurateFor the present turbulent high heating simulations, it was found
results compared to constant property DN&] and experimental that if Re, was too large, velocity profiles with dual peaks or
data[13]. Comparisons with results obtained on &32x24 grid maximums were obtained. The dual peak velocity profiles are
and experimental data can be found27], Meng et al[28], and  characteristic of the entry regig@5]. In order to study the effects
Meng [29]. The grid spacing was uniform in theand z direc-  of variable properties, a large value Bf,/T, was desired. How-
tions, but was stretched towards the wall using hyperbolic tangeffer, as shown in Fig.(8), the largest values of,, /T, occur in
stretching in they direction to givey*~1 for the near-wall con- the entry region, and,, /T, approaches unity far downstream in
trol volume. Turbulence statistics were collected using abothie channel. Thus, the difficulty of simulating this class of flows
10,000 time steps after the flow was deemed to be statisticaligfs in setting the appropriate levels ®f,/T,, py, U,, Ty, and
stationary. The time steps wefd* =0.00193, 0.00240, 0.00153 Rg, to provide the desired wall-normal temperature variation
for cases LH, HH, and HC, respectively. The control volume diwhile remaining in the downstream, or quasi-developed region.
mensions are given in Table 1. The superscriptrepresents a  For heating, another possible limit exists for the Reynolds num-
quantity in wall units, where in terms of nondimensional variber. As one goes farther downstream, or correspondingly de-
ables,x* =Reux/y, andt™=tu. . creases Rg there is the potential for laminarization of the flow

The simulations were run with the dual time stepping, precofi31]. In addition, as higher heating rates are applied, the stream-
ditioned LU-SGS scheme with relaxation factavs=1.0 andr, Wise variation in the properties will become more important, and
=rg=rc=1.0. Cases HH and HC were run with subiteration tolthe present assumption that the property variations in the stream-
erance levels of TOkE 1-0X10_6| which required about 67 it- wise direction are negligible compared to the wall-normal varia-
erations per physical time step, and resulted in 1-1.5 ordersttgns would no longer be appropriate. Thus, corrections such as
magnitude drop in the residuals. The LH cases were run withose given by Eq(38) would be necessary.

o - . . T
TOL=1.0x10"", which required about 11-12 iterations per g3 Tyrpulence Statistics. The conventional Reynold®r

physical time step, and resulted in 1.5-2.5 orders of magnitugdgsembleaverage of a quantity is denoted @, and the Favre
drop in the residuals. The lower tolerance was used for the Lihsembple average 4s}, where

cases because of problems resolving the mid-channel temperature

fluctuations, as discussed in Dailey and Pletdt2&r]. The simu- {£y=(pf)I{p). (42)

lations were typically run with 17 processors on an IBM SP-2 for

a fine-grid (4864 x48) simulation. Roughly, it took one—two A single prime}, and a double primé&, denote the turbulent fluc-

hours of wall clock time per 1000 time steps. tuations with respect to the Reynolds or Favre ensemble average,
Kasagi et al[30] reported that the specification of a constantespectively. For the simulations with low heating, the density

wall heat flux boundary condition for LES and DNS leads twariations were assumed to be small enough that the Reynolds and

unphysically high values of near wall temperature fluctuationsavre averages were equivalent. For the results in this paper, fluc-

More realistic temperature fluctuations are predicted for turbuletations with respect to Reynolds averages were used for rms

air flows with a fixed wall temperature, as opposed to a fixed walblues so that the effect of heat transfer and variable properties on

heat flux, boundary condition. Consequently, the present turbuléhese fluctuations could be studied.

simulations were first run 3—4000 time steps with a constant heatThe velocity fluctuations were obtained at each time step as

flux boundary condition to determine an estimate of the average - _ -

wall temperature distribution. The constant heat flux boundary Uy (%) =Ui(%,y) = (U;)2(X,y) (43)

condition was then replaced with a fixed, but linearly varying wall . N

temperature boundary conditior,,(x), based on the earlier Where{ ). denotes an average in tizedirection only. The en-

simulations. The resulting wall heat flux, averaged in zluérec- semble averaged root-mean-squdrens) values were subse-

tion and in time, was nearly constant with less than one percémemly obtained as

variation in the streamwise direction. The temperature difference, CHETIR!
AT,, in Eq. (36) was set to the desired heating or cooling level T/d X,Y) =\ /—,y (44)
using Eq.(37). m Nistat

8.2 Setting the Quasi-Developed State. For the fully de- where( ) denotes an average mand in time, and\g,, is the
veloped region of a channel flow with constant properties, downumber of time steps used to compute the statistics.
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Shear stress and heat flux distributions were also computed as
part of the turbulence statistics. The computed shear stress contri-

Table 4 Local bulk heat transfer parameters

butions were Case gw_ Tw/Ty Nup
= LH 211 x 1073 1.05 33.9
Tres= —{pU"0") (45) HH  208x10~? 148 312
w U HC -201x10"2 056 33.1
="\ Raay (46)
Re gy
Tegs™ —<Mtﬂ> (47) Fig. 5 normalized by the bulk density. The figures show the sig-
ay nificant variation in temperature leading to significant variations

where 7, is the resolvable Reynolds shear stressg, is the vis- in density, viscosity, and thermal conductivity. The distribution of

cous shear stress, angis the modeled SGS stress. Similarlythe mean velocity and mass flugpu), are shown in Figs. 6 and

the computed heat flux contributions were 7, respectively. Figure 7 reveals the redistribution of the mass flow

o~ (compared to low heatingowards the center of the channel for

Ures= —{(pV"T") (48) high heating, and towards the wall for high cooling. This is be-

o 5 cause the density is higher in the center of the channel for high

HKCp
Geon < Re Pr&y>

(49) heating, while the density is higher near the wall for high cooling.
The mean streamwise velocity profile is plotted in wall coordi-
nates in Fig. 8, where

=\ oy o u Syu
oo P dy ut=oooup= \/ﬂ; y+=ReTVLT (51)
where g, is the resolvable turbulent heat flug,,, is the heat 7 Pw W

conduction, andjs,sis the modeled SGS heat flux. andJé, is the distance to the wall. The incompressible DNS results
of Kim et al.[12] and experimental results of Niederschulte et al.

9 Results

9.1 Average Flow Parameters. Table 2 lists some globally 1.5 , . ;
averaged parameters for the entire solution domain. The pressu \ " Figh Heating /
gradient parametej3, was observed to be 56 percent higher for \\ —~— High Cooling |
case HH compared to the low heating results, whereas for cas \ —— Low Heating /
HC, B was 51 percent lower. Correspondingly, the friction veloc- \ /
ity was 24 percent higher for case HH, and 21 percent lower fol \ /
case HC compared to the low heating results. The average turbi

L o A s
lent kinetic energyk andk™, are averages df at every control = N -
volume in the solution domain. The average turbulent kinetic en-Y 19 [ 2 = ]
ergy, normalized by the square of the reference velocity, was 5..A g N
percent lower for case HH, and 21 percent higher for case HC. 'v / \

Because the high heat flux channel flows are nonhomogeneot / \
in the x direction, profiles are only shown at a singler stream- ] \
wise location, which was a plane near mid-channel. The bulk flown
parameters at this local position in the channel, averagedim
time, are given in Tables 3 and 4.

0.0 0.5
y

0.5

9.2 Mean Profiles. The profiles of mean quantities shown 1.0

throughout the remainder of this paper are for a streamwise loce
tion near mid-channel. The profiles have been ensemble averageu
in the z direction and in time.

The mean temperature profile is shown in Fig. 4 normalized by

-0.5 1.0

Fig. 4 Mean temperature normalized by bulk temperature

the bulk temperature, and the mean density profile is shown in T T T
1 ——- High Heati 1
Table 2 Simulation parameters (average for complete solution 16 j ---- H:gh Cce)ililrr:g ,
domain) ' Low Heating !
14k h
Case B Uravg k/VE kT A, '.‘ !
LHTW -0.00395 0.0620 0.00749 1.95 i‘ 12 1Y ,"_
LHQW -0.00397 0.0619 0.00741 1.93 AN /
HH -0.00618 0.0770 0.00705 1.19 M ok T T T T T T T T T~ ~. 7]
HC  -0.00194 0.0490 0.00904 3.77 o =]
/ \\
0.8 -// \\'
Table 3 Local bulk friction properties
Case  Rep Ur Cy %% 05 0.0 0.5 1.0
LH 11,390 0.0590 0.00755 y/8
gg 18’58)(1)8 ggzgg ggg;zg Fig. 5 Mean density normalized by bulk density
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Fig. 6 Mean velocity profiles Fig. 9 Mean streamwise velocity in semi-local coordinates

For flows with significant variations in the density, Huang et al.
[32] recommended the use of semi-local coordinatésyersus

y*, where local values of density and molecular viscosity are used
instead of wall values, giving

LN -
u _U*’ u,= P(y) ( )

A
3 7
Y — —- High Heating
~-—- High Cooling and
—— Low Heating %
. syuzy
y* =Re; o) (53)
Figure 9 shows the mean streamwise velocity plotted in semi-
local coordinates. The velocity profiles have nearly collapsed to a
0.0 L ! : 1.0 single curve matching the incompressible results. However, the
-1.0 -0.5 0.0 05 : slopes in the logarithmic region do not match perfectly.
yis The mean temperature difference is given in wall coordinates as
Fig. 7 Mean x-momentum L ATw—(T) 0w (54)
T. 77 pucpu,
30.0 T T T and in semi-local coordinates as
OKim et al. (1987) _
DINiederschulte (1990) - g% — (Tw)—=(T) . S " (55)
——- High Heating 7 T ' Top(y)cpur’
- --- High Cooling ) i )
2 i Low Heating o i The mean temperature profiles are plotted in wall coordinates and
0.0 . semi-local coordinates in Figs. 10 and 11, respectively. The in-
A
5
v 24.0 T T T
L 4 =—= Kasagi et al. (1992)
10.0 50.0 } |——" High Heating i
: - ==~ High Cooling L
—— Low Heating ,,’
16.0 | -
0.0
0 o 120t 1
\%
Fig. 8 Mean streamwise velocity in wall coordinates 8.0 ]
40 6°=2.78Iny"+2.09 1
[13]are shown for comparison purposes. Also shown is the linear 0.0 - )
law, u=y*, and the log-law recommended by Kim et al. at o 1 10 100
these low Reynolds numbers, =2.5Iny" +5.5. As shown, the y'
high heating and high cooling velocity profiles depart markedly
from the incompressible results. Fig. 10 Mean temperature in wall coordinates
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Fig. 11 Mean temperature in semi-local coordinates —os ki 4
.’://
compressible passive scalar DNS results of Kasagi ¢i4l.and -1,0_1/0 —= 55 o5 T
the thermal law-of-the-wall are shown for comparison purposes ’ ’ y
The thermal linear law i®"=Pry*, and the thermal log-law is 0.10
6*=2.781Iny"+2.09. As for the velocity profiles, the high heat- Tl e eeatng
ing and high cooling profiles in wall coordinates departed from 0.06 - Low Heating 7
the incompressible results. However, the curves did not agree ¢
well with the incompressible results with semi-local coordinates _, 0.02
as they did for the velocity profiles. 3 )
& -0.02
9.3 Shear Stress and Heat Flux Profiles. Figure 12 shows
the resolved, viscous, and modeled SGS shear stress distributio -0.06
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Fig. 12 Shear stress distributions scaled by wall shear stress

Journal of Heat Transfer
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Fig. 13 Heat flux distributions scaled by wall heat flux

normalized by the wall shear stress. The results indicate that high
cooling increased the turbulent resolved shear stress, while the
viscous shear stress decreased slightly. The opposite trends were
observed for high heating. The effect on the turbulent shear stress
for heating versus cooling was more pronounced than the trend
observed by Wang and Pletchd5] for constant wall tempera-
ture. For instance, in the present simulations, the peak value of
Tres= (pU"v") was 0.693 for low heating, decreased to 0.590 for
high heating, and increased to 0.734 for high cooling. Wang and
Pletcher obtained peak values of 0.658 for a low temperature ratio
case. For a large temperature ratio case after adjusting values to
account for differences in normalization, the fjot heated)wall

peak value increased to 0.686 and the doldcooled)wall peak
value decreased to 0.681. The reason for the different trends ob-
served in the present results and Wang and Pletcher’s results is not
well understood, but could be due to the difference in the thermal
conditions imposed.

For low heating, the peak modeled SGS stress was only 2.5
percent of the wall shear stress. For high heating, the peak value
decreased to 1.03 percent, and for high cooling the peak value
increased to 7.28 percent of the wall shear stress.

Figure 13 shows the resolved heat flux, heat conduction, and
modeled SGS heat flux distributions normalized by the wall heat
flux. The same trends were observed as for the shear stress distri-
butions, with the exception that the increase of the resolved heat
flux with high cooling was not as pronounced. However, the heat
conduction was decreased and the modeled SGS heat flux was
increased with high cooling.

Finally, Fig. 14 shows the wall-normal distribution of the SGS
turbulent Prandtl number obtained from the dynamic model.
These values were averaged in both time and the homogeneous
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i ' i Table 5 Comparison to variable property correlations for low
heating (case LH)

1.00 - ] Correlation f % difference Nup % difference
Case LH 0.00755 — 339 —
PP 0.00754 0.1 323 5.0
HLD — — 344 -1.5
- BJ — — 345 -1.7
& ME — — 314 8.0
0.50 | === High Heating KC 0.00711 6.2 318 6.6
- ==~ High Cooling
Low Heating
Table 6 Comparison to variable property correlations for high
heating (case HH)
Correlation f % difference Nup % difference
0.00 5 05 0.0 05 10 Case HH  0.00776 — 312 —
y/3 PP 0.00658 179 26.9 16.0
HLD — — 272 14.7
BJ — — 28.8 8.3
Fig. 14 Dynamic turbulent Prandtl number distributions ME — —  25.3 23.3
KC 0.00690 12.5 25.7 214

spatial direction. The Prandtl number reaches a maximum of

about 0.9 near the walls and settles to a value near 0.7 in tfP!€ 7 Comparison to variable property correlations for high

central region of the channel. The values for the high cooling ca%%onng (case HC)

are slightly higher than those for the heating cases. Correlation f % difference Nup % difference

9.4 Empirical Correlations. Fairly comprehensive experi- Case HC  0.00747 — 331 —
mental data exist for heat transfer to circular ducts. Far less PP 0.00935 -20.1  39.2 -15.6
known about planar channel flow, the subject of the present stu ~ HLD — — 340 -2.6
particularly concerning the effects of property variations. Bhat KC 0.00759 1.6 315 5.1

and ShaHl33] discuss the flatplanar)channel and point out that
the Nusselt number given by the constant property analysis of
Kays and Leund34]for a flat channel may be greater than given
by the Gnielinski correlatio35] by up to 23 percent for Rey- Milk, and Desmon(HLD) [38], Barnes and JacksdiJ) [39],
nolds numbers between 10,000 and 30,000. The Kays and LedfigEligot (ME) [31], and Kays and CrawforkKC) [40]. The
analysis predicts a Nusselt number of approximately 35.6 for tgreement for the low heating case, Table 6, is good, with differ-
conditions of the low heat transfer ca&pproximately constant €Nces of less than eight percent for l_)oth the friction coefficient
properties)of the present study compared to our result of 33.9,@1d Nusselt number for all correlations. The best agreement
difference of about five percent. The experimental data of N& obtained with the HLD and BJ correlations, with less than
votny et al.[36] for a channel of aspect ratio 0.1 indicates a valufV0 percent difference for the Nusselt numbers. These two corre-
of about 34 for these conditions. More direct comparisons for thations are valid for lower Reynolds number ranges than the other
present higher heat flux cases are more difficult to obtain. Inste&g/relations. ] ] ]
comparisons are cited below with correlations for circular pipe. Good agreement was also obtained with the correlations for the
data recognizing that the present planar channel Nusselt numBigh cooling case, shown in Table 7. Best agreement is again
results are expected to be somewhat higher than given by @fained with the HLD correlation. )
circular duct correlations. The high heating cases did not compare as favorably with the
The two most common methods for correcting the COnstaﬁ@rreIations, with the correlations §uggesting more qf a deprease
property circular pipe correlations for variable property effects atB the Nusselt number due to heating than was obtained with the
the reference temperature method and property ratio method. Higsent results. The differences ranged fro.m 8.3 to 14.7 percent
reference temperature method involves choosing a characterié®c the two low Reynolds number correlatioflLD and BJ).
temperature at which to evaluate properties in the constant préfwever, differences as high as 23.3 percent were observed with
erty correlations, such that variable property behavior is obtaingher correlations.
The more commonly used property ratio method involves deter-
mining the properties with the bulk temperature, but the variablD Concluding Remarks
property effects are lumped into ratios of one property at the SUr-Two-dimensional
face temperature to that at the bulk temperature. '
For gases, the property ratio method is in terms of the wall-t
bulk temperature ratio as

laminar, hydrodynamically and thermody-
namically developing channel flow with constant wall heating
Pates was computed to study the quasi-developed region far down-
stream from the entrance region. A suitable set of approximate
Nu TA" f T, ™ streamwi_se boundary co_nditions was found, suc_h that the f_Iow in
NI T—) f—=(_|_—) , (56) the quasi-developed region could be computed in a step-wise pe-
cp b cp b riodic manner. The same boundary conditions were applied to the
where the subscriptp refers to the corresponding constant propturbulent simulations.
erty correlation. The correlations compared to here are discussedurbulent channel flows with constant wall heating or cooling
in detail in Dailey[22]. rates of magnitudes large enough to cause significant variation in
The results for the present simulations are compared to variadhe temperature-dependent fluid properties were simulated. The
variable property correlations in Tables 5, 6, and 7, for cases LEimulations were performed for high heatitand cooling), with a
HH, and HC, respectively. In the tables, the correlations are atesulting bulk temperature increasend decrease). The results
breviated as Petukhov and Pop@P) [37], Humble, Lowder- were compared to nearly incompressible simulations with low
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heating. Comparisons were also made to LES and DNS results of t; =
other similar, but distinctly different, compressible or variable
property channel flows. B =
Heating and cooling clearly influenced the mean velocity ar@ubscripts
temperature profiles, especially when plotted in wall coordinates.

solution-grid turbulent stress
test-grid turbulent stress
pressure gradient

However, use of semi-local coordinates tended to collapse the r = reference variables

mean velocity data toward the incompressible log-law. A similar b = bulk property

trend toward collapse, although not as good, was observed for the w = wall value o

near wall temperature profile when the semi-local coordinates con = conduction contribution

were used. res = resolved contribution
The average turbulent kinetic energy was seen to decrease for rms = root-mean-square

the high heating case and increase for the high cooling case com- sgs = subgrid-scale contribution

Vis = viscous contribution

pared to the level for the low heating flow. On the other hand, the
friction velocity was 26 percent higher for the high heating cassuperscripts and Other Symbols
and 27 percent lower for the high cooling case compared to the .
low heating results largely because of the great differences in the
fluid density at the wall. The pressure gradient paramgewas
more than three times larger with high heating than with high
cooling.

The peaks in the resolved turbulent stress were somewhat
smaller for the high heating case and slightly larger for the high
cooling case compared to the low heating results. A similar trend
was observed for the resolved turbulent heat flux.

Finally, extensive comparisons were made to empirical correla- -
tions for the friction coefficient and Nusselt number. The high _
cooling results compared favorably to most of the correlations,
while the high heating results did not show as large a decrease in ~
the Nusselt number as suggested by the correlations.

Observations for fluctuating and instantaneous quantities will .
be reported in a paper to follow.

= dimensional variable or semi-local coordinates

+ = wall coordinates

= fluctuation with respect to ensemble average,
or

= unresolved or subgrid-scale component of fil-
tered quantity

= fluctuation with respect to Favre ensemble av-
erage, or unresolved or subgrid-scale compo-
nent of Favre filtered quantity

= vector quantity

= resolved or large scale component of filtered
quantity

= resolved or large scale component of Favre
filtered quantity

= quantity that is nonlinear function of Favre
filtered quantities

= test filtered quantity
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Heat and Mass Transfer
Characteristics of a Temperature
and Concentration Combined
Convection Due to a Vertical Ice
Plate Melting

The melting of a vertical ice plate into a calcium chloride aqueous solut@aCL-H,0
mixture) in a rectangular cavity is considered numerically and experimentally. The ice
plate melts spontaneously with decreasing temperature at the melting front even when
there exists no initial temperature difference between ice and liquid. Visual observations
in the liquid reveal a complicated natural convection affected by the concentration/
temperature gradients which appear near the melting front. Melt water gradually con-
taminates an upper region in the initially homogeneous liquid, that causes the melting
rate to decrease. Aspect ratio H/W of the liquid region does not affect the melting rate
within an early melting stage, however large aspect ratio causes the melting rate to
decrease during the melting process. A two-dimensional numerical model reflecting actual

ice melting conditions predicts, approximately, the transient melting mass, and the tran-
sient temperature/concentration decrease in the melting system. It is seen that the Sher-
wood number at the melting front is larger when compared with previous results concern-
ing double diffusive convection. The Nusselt number at the melting front is quantitatively
considered experimentally and analyticallyDOI: 10.1115/1.1513577

Keywords: Double Diffusion, Experimental, Heat Transfer, Melting, Natural Convection,
Numerical Methods

cavity, which is considered as an extension of the previous work
4]. The effect of the initial liquid volumdi.e., aspect ratio

/W) on the melting rate is considered experimentally and ana-
tically. A two-dimensional ideal numerical calculation is pre-

Bnted to predict the melting rate, an abrupt temperature decrease

t the melting front and the mean melting Nusselt and Sherwood
mbers.

Introduction

Melting process of ice in mixture induces concentration a
thermal gradients near the melting front in the initially homogel-
neous liquid. These gradients cause transient double diffusive ¢
vection which significantly influences the melting behavior of ice
Some studies on the melting have been previously reported
Griffin [1], Marschall[2], Huppert and Turn€i3], Josberger and
Martin [4], Carey and Gebhafb,6], Sammakia and Gebhait],
Johnson and MollendofB], Sugawara et aJ]9], Beckermann and :
Viskanta[10], Schiz and Beel{11], Fukusako et al[12], Sug- Analytical Procedure
awara and SasakiL3]. However, the quantitative predictions for Figure 1 shows a two-dimensional physical model and coordi-
the melting rate, abrupt temperature depression at the meltifgte system considered in the present stidig the height of the
front, and the melting Nusselt and Sherwood numbers at the mdiguid and ice plate, anV is the width of the liquid. The ice plate
ing front have not been fully considered experimentally and niRicknessd is a half of the thickness @used in the experiment
merically in the above studies. because of a symmetry of the melting system which is appropriate

Recently, Sugawara and Fujifa4] and Sugawara and Irvine to measure precise ice plate _tem_perati][eand transient mean
[15] studied the melting of a vertical ice plate and a horizontal ic@€lting massM. Heat conduction in the walls of styrofoam and
plate from above with the double effect of temperature and coliCite plates are also calculated consistent with the experimental
centration, respectively, and presented a quantitative prediction®/ting system. It is assumed in the analysis that the flow in the
the melting rate and the abrupt temperature depression at the miid is two-dimensional, laminar, and the Boussinesq approxi-
ing front under the restricted condition of the same temperature'®gtion is applicable to avoid complex calculations. Also, the
ice and liquid initially. More recently Mergui and Gobja6]re- Volumetric change of the solid and liquid due to the phase change
ported the numerical investigations of transient double diffusiyé Nt considered because of a comparatively short melting time.
convection for a similar model to our previous study}], how-
ever the boundary conditions of temperature and concentration aGoverning Equations in the Liquid, Ice, Lucite and Styro-
the cold wall in their model do not account for ice melting. foam Plates

This paper is concerned with the heat and mass transfer char-, .
acteristics due to the melting of a vertical ice plate into an initially Liauid
homogeneous calcium chloride aqueous solution inside a squargontinuity
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HEAT TRANSFER Manuscript received by the Heat Transfer Division May 24, 2001, _(PLUj) =0 1)
revision received June 26, 2002. Associate Editor: P. S. Ayyaswamy. (9Xj

Journal of Heat Transfer Copyright © 2003 by ASME FEBRUARY 2003, Vol. 125 / 39

Downloaded 06 Dec 2010 to 141.219.44.39. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Hgr
Ice plate
T
T ?
Liquid
H Ee
Y1
Hy 2 ¢ w <~ W
\|/ Lucite plate
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The most important boundary conditions are at the melting
front since these will play a key role in the determination of the
melting rate. The heat balance generally used in the classical Ste-
fan problem[17]is necessary as follows.

Heat Balance

) (7T|_ (9TS
hiMige=A | —| —Ng| — (4)
ox E

(9XF

It is better to express E@4) by the following average expression
for discussing the mean melting Nusselt number as seen later.

Qice=0L*0s 4
However, it is impossible to determine the melting rate by using
only Eq.(4) and another important condition is needed.

Mass Balance
dC

CeMyix=p D
FMmix= PL X

®)

F

where C is the concentration at the melting front, and can be
assumed to be in thermodynamic equilibrium and related to the
thermodynamic equilibrium temperature at the melting fropt
(local equilibrium assumptionHowever,Cr and T will change

with time and accordingly it is impossible to pre-€at andTg as

the boundary conditions to solve the energy and species equations.
Since the melting front is a semi-permeable plane for the solute
(CaCl), the relation ofmn,,.= My, holds(Eckert and Drak§18]).
Since the liquid is assumed to be quiescent before the melting
begins,u andv are zero initially. The initial temperatures of the
liquid, ice, lucite and styrofoam are all the same&y°C, and there-
fore there exists no temperature difference between ice and liquid
at the beginning of melting.

Determination of Ty and Cr and Solution Procedure.
Since it is impossible to pre-s&t andC to solve the energy and
species equations, an iterative method was employed in the
present numerical calculations to determine the trandientCg
and also to obtain the converged solutionsupfv, T, and C
utilizing the SIMPLER algorithn{19] as shown in the previous
studies[14,15].

An iteration convergence criterion and convergence test such as
time step, mesh size and relaxation factor were considered accord-
ing to the previous procedur¢$4,15]. Since the numerical solu-
tion will be largely dependent on thedirection mesh sizAx due
to the very complicated flow in the melt liquid and the very thin

where the independent variable xjf and dependent variables ofdiffusion boundary layer adjacent to the melting front as seen later

u; and ¢ will become more clear below.
Xl: X, X2: yl

é=u, v, T, C

U]_:U, U2:U

Ice, Lucite, and Styrofoam Plates

Energy Equation

—(ppTa)=— ©)

J J A [} J T(I)
ot X

Cop OX;

where subscriptb indicatesS (ice), LU (lucite), andST (styro-
foam).

Boundary and Initial Conditions. All the velocities at the

in Figs. 4 and 5, it is necessary to set very small mesh sizes to
obtain precise numerical solutions. In this calculation, variable
mesh sizes were adopted in tkelirection as shown in the previ-
ous studie$14,15]. Especially the effect of the melting front mesh
size Axg on the melting rate was carefully considered, and even-
tually Axe=0.1 mm was adopted after some consideration for
mesh size dependency. In a calculation reported in the present
study, grids of 111X201 nodal points were selected in only the
liquid domain forW=50 mm andH =100 mm. Therefore, many
more grids are needed for calculations in the melting system in-
cluding an ice plate, lucite and styrofoam plates.

Definition of Mean Melting Mass, Nusselt and Sherwood
Numbers, and Physical Properties. Since the present study
was mainly to focus on the mechanism of an ice plate melting

interfaces between the liquid and the wadllse, lucite and styro- during a relatively short melting timé.e., t=10 min), the mean

foam) are assumed to be zero. The continuity of heat flux is amelting thickness of the ice plate was very small, less than about
plied on the interfaces between the liquid and the lucite or styr6-:8 mm as confirmed by experiments. Therefore neglecting the
foam plate. The outsides of the ice, lucite and styrofoam ameovement of the melting front in the present numerical predic-
assumed to be adiabatic, consistent with the experimental contiins does not prevent resolution of the melting mechanism. In

tion of using styrofoam plates as insulators.
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Table 1 Physical properties of CaCl
=—5°C, C=0.2 (20 wt%)

a [KikgK] 3.044

ke [kI/kg] 334.1
Bell/kgkg)]  —0.916
B [VK] 0.00033
A; [K/msK) 535%10*
4 [kg/m s 0.00386
0 [kg/m’] 1193.9
Pr 22

»-H,O mixtures for T

(=gie/h¢) and the transient mean melting madsfrom the m;.,

predicted under the condition of a fixed melting front.

H
mm:J I;nicedy“_| (6)

0

M= j[r'nmdt 7

0

Mean melting Nusselt and Sherwood numbers, thermal Grast
and concentration Grashof numbers and buoyancy ratio are «

fined as follows.

al icd hpl
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Fig. 2 View of the experimental apparatus for the melting of an

ice plate

the ice plate and test cell used in this experiment. The test cell was
made of lucite and styrofoam plates. The height of the ice plate

wherea;e and e in Eq. (8) are both the heat transfer coefficients fixed as 100 mm, which also corresponded to the depth of the
at the melting front, and supplemental relations are defined lguid, and the liquid width isW. The length of the test cell,

follows.

AL=a AT, Gice= @icAT,  AT=|Tey—Tral
my,=hpp AC, AC=|Crpn—Cgrnl
I=W: Nuw, Nucw, Shy

|=H: NULH’ NuiCEHl Sh.|

normal to the flow planex-y), is 100 mm for each widtkV. The
length dimension is large enough to justify the two-dimensional
treatment used and laminar flow, which is validated by the visu-
alization results. A square cross sectional gap having a dimension
of 26 was manufactured on the center position in the test cell so as
to slide down a vertical ice plate at the beginning of the experi-
ment. The widthw of the liquid was adjusted by setting the de-
sired thick styrofoam plate in the cell as shown in Fig. 2. The

Table 1 shows the physical properties used in the present mertical side styrofoam plate had two thermocouple sensors with

merical predictiong20]. The thermal expansion coefficieft

copper foil for temperature measurementTgfand T;. The ice

and the concentration expansion coefficight were calculated plate was formed inside a lucite made frame to prevent crush and
from their definition by a least square approximation of the rel@orner melting of it. The greatest difficulty in this experiment was
tion of density and temperature. Since it is difficult to find théo measure the temperature at the melting fibat It is difficult
mass diffusion coefficierd of a CaC} aqueous solution for high to measureTl directly because of a steep temperature gradient
concentrations and low temperatures which appears in the presegdr the melting front. The temperature in the ice plhiewas
study, D=0.3x10"° m?s was adopted as a plausible value ofeasured to overcome this difficulty. Except in the early stage of
mixtures. This approach was adopted becdder high concen- melting, T, can be taken equal tdr due to the larger thermal

tration and low temperature is in the ranfe=0.1x10 °-0.5

conductivity of ice compared to that of the liquid. The transient

x107° m%s as described ifil4,15]. As seen later, the effect oftemperature depression in the ice plate, was measured with a
the mass diffusion coefficient on the mean melting mass is coifermocouple placed in a thin stainless tube located in the middle

sidered in detailsee Fig. 8).

Experiment

of the ice plate ¥;). These thermocouples were connected to a
digital multi-meter (Yokogawa, Model-756)1 a programmable
scanner (Yokogawa, Model-7501 and a personal computer
(NEC, PC9801)through which each temperature could be mea-

All ice melting experiments were carried out in a temperaturgured. A bias limit of temperature measurement was about 0.1°C.
controlled room. The initial temperatures of the ice plate and liddeasurement of the initial concentrati&) of the mixture was
uid were arranged by adjusting the room temperature. The romonducted by measuring the mass of Ca@td distilled water
temperature was maintained slightly below the initial temperatuvdth a bias limit of 0.2 wt%. Relative uncertainty for the mean
during the melting process. Figure 2 shows a schematic view mielting masdV is estimated as about 6% in 99% confidence level.
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Fig. 3 (1), (2), and (3): (a) visual flow observation in the liquid and predicted results of (b) velocity vectors; (c) isotherms, and
(d) concentration isopleths at  t=5 min for (1) W=50 mm, (2) W=25 mm, and (3) W=15 mm (H=100 mm, =10 mm, C;=20 wt%,
Tsi=T.;=—5°C)

Procedures and Materials. The test cell was filled with a temperaturdi.e., Tg;=T ;= —5°C), the ice plate was gently im-
calcium chloride aqueous solution of a prescribed initial concemersed into the liquid so as not to disturb the liquid. After a
trationC;=0.2 (20 wt%), and the liquid was adjusted to the initialpre-selected time had passed, the ice plate was quickly pulled up
temperatureT | ;= —5°C. On the other hand, the temperature ofind the nominal liquid stuck on the ice surfaces was wiped out
the ice plate out of the test cell was adjusted to the initial temwith a blotting paper. Then the mass of the ice plate was measured
peratureTg;. After the ice plate temperature reached the initigh obtain the mean melting mabs
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Fig. 3 (continued )

Two techniques for flow visualization were employed usingoncentration decreasee., |3c|>|B+|, see Table 1rauses the
powder milk tracers to visualize stream lines and a black inliquid to move upward. Eventually a very thin concentration
solution to investigate the flow direction which revealed a vergoundary layer appears near the melting front as can be seen from
complicated double diffusive convection pattern in the melt liquidhe profiles of vertical velocity componeant in Fig. 4. On the
Before the melting experiment began, a littte powder milk wasther hand, out of the concentration boundary layer a downward
suspended in the liquid. A slit light sheet from a halogen lamghermal convection appears with a counter-clock-wise circulation.
illuminated the cell from above during a 15 s interval just after Accordingly, low density and low temperature melt liquid rises up

desired melting time had passed. A photograph was taken at thieng the melting front and accumulates in the upper part of the
same time.

The liquid used in this experiment is a solution of a calcium
chloride (CaCJ) in water (H,0O) of a eutectic type. The liquidus

line indicating the thermodynamic equilibrium relationship of 2r T L I_ ]
temperature and concentratiohg(andCg) have been in the pre- of [\, t=5min y=90mm ]
vious studied14,15]. The air bubble free ice plate used in this 2f H-W- 6=100%50X 10mm N
experiment was made of distilled and degasified water because Ci=0.2(20wt%) , Ts=T=-5°C 1
rejected air bubbles from the melting front would disturb flow in 2 y=76mm
the liquid. The ice plate was made flat by melting the surface of it O ’\/ R
with a weakly heated copper plate. " -2+ 1
E 2t y=50mm |
Results and Discussion g O ’\/ ]
Flow in the Liquid With Visual Observations and Numeri- > -2 ]
cal Predictions. Figure 3(1),(2) and(3) shows(a) visual obser- 2 y=25mm
vations of natural convection in the liquid, and numerical predic- 0r \/ ]
tions of (b) velocity vectors,(c) isotherms, andd) isopleths of 2+ ]
concentration for the case ¢f) W=50 mm,(2) W=25 mm, and 2+ y=10mm |
(3) W=15 mm. It is seen that the liquid temperature near the - ]
melting front decreases predominantly, which causes an increase 0 j\ﬁ _
in the liquid density, and therefore will act to move the liquid o= . . . .
downward (negative buoyangy On the other hand, the solute 0 10 20 30 40 50
concentration near the melting front decreases due to the adding x (mm)

of melt water, which causes a decrease in the liquid density, and

therefore acts to make the liquid unstalffositive buoyancy Fig. 4 Predicted profiles of the vertical velocity component v
However, the predominance of the buoyancy due to densit=0: melting front )

Journal of Heat Transfer FEBRUARY 2003, Vol. 125 / 43

Downloaded 06 Dec 2010 to 141.219.44.39. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



-5 T 7 T T T T T 7 T 7 T LI T T T T T T
4
HeW: 6= —7 088
b 100X 50X 10mm .. 1C b P i g9y
] Ci = 0.2(20 wi%) ‘_0-87 & sf TN 2vvggy,
'6",_".‘ Tsi=Tu=-5%C Jo.gs _ r
0 t=5min 4 |- r
! 8l
—_— 0.85 L
& -9
~ y=50mm 084 O 10k Experi. Predic. C;= 0.2 (20 wt%),
[ . - T © Tg=Ty=-5%
~0.83 T, A e 12 ~
U .. I NV 1€
I - . o8 B
| e y=50mm y=2mm i M Jos =
—— y=98mm T 104 =
o e e e dos H-W: 6=100x50x10 mm —0.2
ol 1 iy 016 . 0|8 ; '; . 112 . 1|4 : | | | | A o
0 02 04 0 : : ‘ 0 100 200 300 400 500 600
X (mm)

t (second)

Fig. 5 Predicted profiles of temperature (T) and water con- . . . .

centration (1— C) near the melting front (x=0: melting front ) Fig. 6 Comparison of predictions and experiments for the
temperature T; (y,;=50 mm), T, (y,=90 mm), and T; (y3;=10
mm) and the mean melting mass M

liquid layer, which is seen as a stratified layer contaminated by the
melt liquid. This contaminated stratified layére., stagnant re-
gion) is seen to be almost quiescent as can be seen in the fldiffusion is very small compared to the rate of heat conduction.
visualization and velocity vectors. In the thermal convection laydierefore the melting of ice will be mainly dominated by mass
under the stagnant region the concentration of the liquid retaidsfusion. The temperaturd@, and T5 begin to decrease gently
almost the initial concentration while the temperature of it gradafter the decrease @f, . The bottom temperaturg; is lower than
ally decreases. the top temperaturd, due to the enhanced counter-clockwise
The liquid widthW (i.e., liquid volume)will affect the devel- rotation in the uncontaminated region. On the other hand, the
opment of the stagnant region. It is seen that the thickness of tinean melting mas$1 will increase monotonically during the
stagnant region develops faster with decreasihgrhis is mainly melting process. It is seen thl marks about 1 kg/fat t
attributed to the decrease of the capacity of the liquid region 6600 s in spite of no heat supply from the liquid at the beginning
include the melt water. Moreover the temperature depressiondfithe melting.
the liquid becomes faster with decreas and the intensity of  Figure 7 shows the effect of the liquid widiV on the mean
flow becomes weaker with decreasivigy melting massM. The height of the ice platdiquid depth)H is
100 mm.M is insensitive to/V until aboutt=120 s. However, the
Temperature and Concentration Profiles Near the Melting  effect of liquid width gradually increases during the melting pro-
Front. Figure 5 shows the expanded profiles of temperatilire ( cess. This behavior is explained as follows. As can be seen from
solid line) and water concentration (C: dashed linejnear the the flow visualizations and velocity vectofBig. 3), the stagnant
melting front with height from the bottony, as parameter. The region for smal\W will develop faster compared to a largé. This
concentration gradients are very steep compared to the tempesg@responds to a decrease of the region having an abrupt concen-
ture gradients, which are a typical feature appearing in doulietion gradient promoting the melting rate, so that will reflect a
diffusive convection due to the high Lewis number Le. The prajecrease of the melting rate.
files of concentration outside of the concentration boundary layer
are almost uniform(horizontal). These typical profiles are very
similar qualitatively to the diffusion model proposed by Nernst
concerning a solid dissolution into a mixtu(®oelwyn-Hughes 1.2 T T T T T
[21]). The concentration gradient gradually decreases along the
upward direction of the melting front. This behavior results as that 1L W(mm), Exper |
the rising melt liquid in the concentration boundary layer becomes B 50 O
more water-rich due to the diffusion of melt water from the melt- 5 @
ing front.

W=50mm
0.8 8 A ]
15mm

and Mean Melting Mass. Figure 6 shows the comparisons of
predictions and experiments for the transient temperature decrease
in the melting systems and for the transient mean melting mass.
Although the initial temperatures of both ice and liquid are the 0.41-
same(—5°C) as already explained, the tmeperature in the ice plate
T, will decrease spontaneously. This typical behavior seems curi- 02l
ous, however, it demonstrate the spontaneous melting of ice in a ) C= 0.2 (20wt%)
homogeneous mixture. The concentration gradient which appears Ts= Ty= -5°C

near the melting front induces the melting of ice. At this time it is ! L I L L L
necessary to absorb the latent heat for melting from both the ice 0 100 200 300 400 500 600

and liquid sides, and therefore a temperature gradient will appear t (second)

at the melting front, and eventually the temperature of the ice

plate decreases spontaneously. The Lewis number Le is vefy. 7 Effect of the liquid width W on the mean melting mass
large, about 400 in this problem. This means that the rate of maggH=100 mm, =10 mm, C;=20 wt%, T,=T,;=—5°C)

C\T-\
. o . £
Transient Temperature Depression in the Melting System S
X
8mm

p
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25 T T T T T T T T T and q, respectively as defined by E¢4'). These are compared
with the Nusselt number (Nt of the pure thermal convection
r H-W- 5=100x50>10mm related by McAdamg22], (i.e., N=0), in a closed rectangular
Ci=0.2(20 wt%) . - cavity. Just after the melting begins, both Nusselt numbers are
Tei= Ty= -5 °C, t= 10min relatively high due to the strong unsteady heat transfer near the
melting front. Moreover Ny, is slightly lower than Nidgy-
_ However, the difference in the Nusselt numbers becomes gradu-
ally smaller. This specific feature of the difference of MNuand
T Nucew IS explained as follows. The appearance of a temperature
gradient(i.e.,gg) in an ice plate will retard the ice melting into the
pure water due to the positive temperature gradiseé Eq.(4)).
. On the other hand, the appearance of the temperature gradient
(i.e.,qs) will promote the ice melting into mixtures in the present
study due to the negative temperature gradient. This behavior is a
prominent difference between ice melting into the pure water and
ice melting into a mixture. In other words, the heat flyxshould
PR S B E B be used to evaluate the mean melting Nusselt number in the liquid
0 05 1 15 2 25 3 35 in the early stage of melting. However, from the above discussions
DDy it can be usedj;. to evaluate the mean melting Nusselt number at
the melting front after the developed melting. The experimental
Fig. 8 Effect of the mass diffusion coefficient on the mean result(#) in Fig. 9 is calculated from the results in Fig. 6 assum-
melting mass ing Te=T,; and Tgry=(T,+T3)/2 att=300 s. The temperature
difference ofT¢,, andT; is small as about 0.3°C &t 300 s from
40 — 2 T 0] the results c_)f numerical prediction. This exp_erim_ent should be
. H-W-&=100X50X10mm compared with the Nibw (@) becauseice (=h¢mp,) is used for
L Predic. evaluating Nusselt number. It is seen that the deviation among
: Grw both Nusselt numbers is comparatively small. It would be note-
fNﬂiceW worthy to have carried out a quantitative comparison of experi-
. : Nu:fc ment and numerical solution for the mean melting Nusselt number
under the actual melting conditions.

Table 2 indicates the numerical results of the mean melting
Nusselt numbers far=20 min evaluated fof=H to compare to
other results related to the present study. Han and K{28y24]
reported the steady state double diffusive natural convection in a
vertical rectangular enclosure experimentally and numerically.
cooool Their experimental results were not from melting ice but from an
] electrochemical technique. They reported the numerical result of
. Nu,_ =16 under the conditions Gf=8x10° and H/W=4. On
10'00 ' 0 the other hand, the present numerical results indicatgyNu

=14.19 under the conditions of Gy=8.05x10° andH/W=4 as
t (second) shown in Table 2.

Mergui and Gobin16] proposed the following correlation for
transient double diffusive convection with asymmetrical boundary
conditions forH/W=3.

Nugs=0.3221+N) *(Ray)®# )

where, Nigs is the mean Nusselt number at the titretys, the
time that the Nusselt numbers at the hot and cold walks,
r1inelting front)are equal. Estimating Nusselt number from E).
using the present conditions bffW=4 and Gf,=8.05X1( in
Table 2 leads to Ngs=10 which is comparatively smaller than

U y=14.19 in the present calculation and Ne 16 in Han and
Kuehn[24]. Another large difference for the Nusselt number ap-

The Mean Melting Nusselt Number. To compare with pears between Mergui and Goljit6]and the present. Their Nus-
steady state heat transfer for pure water or other circumstancesef number for double diffusive convection with ice melting is
double diffusive natural convection in a rectangular cavity, themaller than that for pure thermal convecti@e., N=0). On the
present numerical calculations have been extended tot tillcontrary, the present results show results opposite to their calcu-
=1200 s(=20 min). lations as seen in Figs. 9.

Figure 9 shows the transient mean melting Nusselt numbersThe mean melting Nusselt number defined by Sammakia and
Nuicew and Ny, for W=50 mm, which are evaluated from,. Gebhart[7] for a vertical ice plate melting in saline water is the
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Fig. 9 Transient mean melting Nusselt numbers of Nu ., @and
Nu, v and thermal Grashof number Gr 1, (<20 min)

Effect of the Mass Diffusion Coefficient on the Mean Melt-
ing Mass. Figure 8 shows the effect of the mass diffusion coe
ficient rate D/Dy 3 on the mean melting mass ratd/Mpg 3,
whereD, ;=0.3x10"° m?s is adopted as a plausible estimatio
andMpg 3 is the mean melting mass f@ry ;. If more exact data
for D were available, Fig. 8 would yield a more precise relatio
ship between the mean melting magsand D.

Table 2 Numerical results after the developed melting at t=20 min (/=H)

w Nui“H Nqu ShH GI‘TH Grc1-1 N H/W
8 3348 2145 3759 199000 22400000 112 125
15 19.24 15.09 3945 545000 33500000 62 6.7
25 16.80 19 4133 805000 41300000 51 4
50 20.34 1851 4511 895000 50900000 57 2
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same as the present definition of{Ny in Eq. (8). However, since Acknowledgments
the reference length in the Nusselt numbers are different from

- " ~""The authors wish to acknowledge support for this study by the
each other, it is difficult to compare heat transfer characteristi 9 PP y by

technical official T. Fujita, the under graduate students K. Kiri-

guantitatively at the melting front by using only the Nusselt nu
bers. To this difficulty, an idea will be proposed for a comparison
of both heat transfer coefficients. The heat transfer coefficient of

Mhata, T. Oshima, and A. Sawaki.

Sammakia and Gebhart is about 17.5(MfK) which is slightly Nomenclature

larger than the present result of about 15(M#K). From the
above consideration, the mean melting Nusselt number predicted &

thermal diffusivity, nf/s

by Mergui and Gobin is comparatively low, and might not reflect ~ ¢ = Specific heat, ki/kg K .
the actual ice melting behavior into mixtures. C = solute (CaG) concentratiorimass fraction), kg/kg
Cr = solute concentration at the melting front, kg/kg
The Mean Melting Sherwood Number. The Sherwood D = mass diffusion coefficient, ffs

numbers Sh is about 100 for Giy=8x10° (Grey= 10 fixed) g
andH/W=4 in Han and Kuehrj24], and is about 140-160 for Gr¢
Rayleigh number Rg,=4.2x10° and H/W=3 in Mergui and Grr
Gobin [16]. Their Sherwood numbers are very small compared hp

gravitational acceleration, nf/s
concentration Grashof number
thermal Grashof number
mass transfer coefficient, m/s

with the present result of 4133 for Gy==8.05x10° in Table 2. hy = latent heat for melting, kJ/kg _ _
This is mainly attributed to the fact that their model assumptions H = depth of the liquid layer, 100 mr=height of an ice
concerning the boundary conditions at the cold wiad., melting plate), mm

front) do not account for phase change. The heat and mass bal- | = temporary reference length fo¥ or H

ances in the melting front boundary conditions of Ed3.and (5) Le = Lewis number &/D)

should be used to predict the heat and mass transfer characteristics™
for the actual melting. As another reason of the difference between
the Sherwood numbers, the present ice melting is mainly domi- M
nated by the concentration gradient with abrupt temperature de- N
crease at the melting front in a strong unsteady state. Nu
From the above discussion it is very difficult to establish thé&lUptc
melting Nusselt and Sherwood numbers for the ice melting into P
mixtures in a steady state due to the development of the stagnant Pr
region and the abrupt change in the melting front temperature/ Yice
concentration. The Nusselt and Sherwood numbers will also
strongly change after ice melting begins. It is difficult to precisely 9t
estimate the transient melting mass from only the Nusselt and
Sherwood numbers when the various melting conditions such as 9s
Tu, Tsi, Ci, H/W, and S will change. Therefore, it is necessary
to more thoroughly investigate the problem experimentally and

n
@

melting mass per unit area and tirtemelting rate),
kg/m’s

mean melting mass per unit area, k§/m
buoyancy ratio, Eq(8)

mean Nusselt number

mean Nusselt number for pure thermal convection
pressure, N/fh

Prandtl number

total heat flux consumed to the ice melting q,_
+qg=h¢my), kd/nfs

heat flux towards the melting front from liquid re-
gion, kd/nfs

heat flux towards the melting front from ice plate
region, kJ/ms

Rayleigh number

analytically to easily and precisely estimate the transient melting S = mean Sherwood number
S, = source term
amount. b >
t = time, s
T = temperature, °C or K
T, = temperature in the middley(=H/2) of an ice plate
(see Fig. 1), °C or K
) T, = temperature at the upper right side corngj)((see
Concluding Remarks Fig. 1), °C or K
The melting of a vertical ice plate immersed into a homoge- 13 = temperature at the lower right side corngg) (see
neous calcium chloride aqueous solution was considered experi- Fig. 1), °C or K i .
mentally and numerically. The following can be concluded: F = temperature at the melting front, °C or K
u = x-component velocity, m/s

1 The ice melted spontaneously with decreasing temperature at u;
the melting front even when there existed no initial temperature v
difference between ice and liquid. W

2 The present two-dimensional numerical calculation applied  x
to an ideal model predicted approximately the mean melting mass
and the abrupt temperature decrease in the melting system within x;
a comparatively short melting time of abadut 600 s. AXg

3 The liquid layer widthw (i.e., aspect ratiodid not affect the y
melting rate within an early melting stage, however a sridll
(i.e., large aspect ratimaused the melting rate to decrease durin
the melting process due to the abrupt devolution of the stagn
region.

4 The mean melting Nusselt number at the melting front was B¢
comparatively higher than that for pure thermal convection with- Bt
out change of phase in the early melting stage due to the massTI’,,
diffusion dominated melting and strong unsteady state in the melt- &
ing system.

5 The mean melting Sherwood number was numerically pre- \
dicted to have a higher value compared to other results related to u
double diffusive natural convection in a rectangular cavity without v
change of phase. p

46 /| Vol. 125, FEBRUARY 2003

velocity (uy=u, u,=v), m/s

y-component velocity, m/s

width of the liquid layer

horizontal coordinatex=0 indicates the melting
front), mm

coordinate X;=X, X,=Y)

the mesh size attached to the melting front, mm
vertical coordinate or distance from the bottgsee
Fig. 1), mm

ek Symbols
« = heat transfer coefficient, kJfmK

concentration expansion coefficiefig/kg) *
temperature expansion coefficient;

general diffusion coefficient

ice plate thickness in analys(& & is in experiment),
mm

thermal conductivity, kJ/m s K

viscosity, kg/m s

kinematic viscosity, s

density, kg/m
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¢ = dependent variablesi(v,T,C) [8] Johnson, R. S., and Mollendorf, J. C., 1984, “Transport From a Vertical Ice
Surface Melting in Saline Water,” Int. J. Heat Mass Tran&fz, pp. 1928—

Subscript 1932. o _ _
. [9] Sugawara, M., Inaba, H., Nishimura, H., and Mizuno, M., 1987, “Melting of

C = concentration Horizontal Ice Layer From Above by Combined Effect of Temperature and
F = me|ting front Concentration of Aqua-Solvent,” Waerme- Stoffuebertr&j., pp. 227-232.
H = height [10] Beckermann, C., and Viskanta, R., 1988, “Double-Diffusive Convection Due
s to Melting,” Int. J. Heat Mass Transf31, pp. 2077-2089.

= '_nm‘jil [11] Schiiz, W., and Beer, H., 1992, “Melting of Ice in Pure and Saline Water
L = liquid Inside a Square Cavity,” Chem. Eng. Proce&4., pp. 311-319.

LU = lucite plate [12] Fukusako, S., Tago, M., Yamada, M., Kitayama, K., and Watanabe, C., 1992,
m = mean “MeltingI Heat Transfer From a Horizont?l Ice Cylinder Immersed in Quies-
PR . cent Saline Water,” ASME J. Heat Transfédn4, pp. 34—40.

mix = mixture (aqueou,s,s.()luudn [13] Sugawara, M., and Sasaki, S., 1993, “Melting of Snow With Double Effect of

r = reference valuginitial value) Temperature and Concentration,” ASME J. Heat Transfég pp. 771-775.

R = interface between liquid and vertical styrofoam plate [14] Sugawara, M., and Fuijita, T., 1997, “Melting of an Ice Layer With Double

S = solid (:ice) Eﬁept vl:)fPTe(;npgratu\rz_ ﬁnl(:jl Cor&gent:ati@;r?TReportj Devselopr’;r)lenLoIENu—
_ merical Predictions With Flow Visualizati rans. Jpn. Soc. Mech. Eng.,

ST = styrofoam Ser. B,63, pp. 2784—2792. :

T = temperature [15] Sugawara, M., and Irvine, T. F., 2000, “The Effect of Concentration Gradient
W = width on the Melting of a Horizontal Ice Plate From Above,” Int. J. Heat Mass
® = ice (S), lucite plate LU), styrofoam ST) Transf.,43, pp. 1591-1601. ) o o
[16] Mergui, S., and Gobin, D., 2000, “Transient Double Diffusive Convection in a
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College of Engineering,

University of Notre Dame, A procedure using a long-wavelength pyrometer is developed for the measurement of
Notre Dame, IN 46556 surface temperatures on materials that are semitransparent at shorter wavelengths, and
. specific application is made to a dense zirconia ceramic (Mg-PSZ) undergoing laser-
Yung C. Shin assisted machining (LAM). The pyrometer operates in a waveband between 11 and 14
School of Mechanical Engineering, um, and a detailed description of measurement uncertainties is provided. The largest
Purdue University, uncertainties relate to knowledge of the surface emissivity and the large temperature
West Lafayette, IN 47907-1288 gradients generated by the LAM process. Repeatability of the measurements is demon-

strated, and a parametric study of three LAM parameters reveals expected trends.
[DOI: 10.1115/1.1527906

Keywords: Ceramics, Heat Transfer, Laser, Measurement Techniques

Introduction measurement techniqué¢8]. In fact, for LAM, rotation of the
orkpiece, a hostile machining environment and fast transients

Increasingly, long-wavelength pyrometry is b?'”g consider cessitate use of a pyrometer for surface temperature measure-
for surface temperature measurements in applications of semi;

transparent materla}ls qharaptenzed by large Spf%“a' and/ Or tempop |aser pyrometer was successfully used to measure surface
ral variations. Applications include thermal barrier coatings, Cgamnerature and emissivity in-situ during LAM of silicon nitride
ramic turbine blades, ceramic heat exchangers, and ma_nufactuTg]; However, use of this pyrometer is restricted to opaque sur-
processes. One such process involves the laser machitMigor  taces and is inappropriate for materials that are semitransparent in
laser-assisted machinind.AM) of ceramics. Laser machining {he spectral region of the measurements. Several ceramics, such as
uses intense heating to melt, evaporate, or sublimate mate?ﬁhially-stabilized zirconi@PSz), mullite, and alumina are semi-
[1-3]. Laser-assisted machining increases material removal rajgsparent at wavelengths up tquéh, and if pyrometry is to be
by utilizing a localized heat source to elevate the workpiece teMised for surface temperature measurements, operation must be at
perature prior to material removal with a traditional cutting toobnger wavelengths. The objective of this study is to develop a
[4-6]. At high temperatures the yield strength of ceramics caftocedure which facilitates the use of long-wavelength pyrometry
decrease below the fracture strength, changing the material deﬁr1<)\<14,um) to measure the surface temperature of semi-
mation behavior from brittle to ductile’] and enabling the use of transparent ceramics, with special consideration given to a PSZ
a single point cutting tool to remove material at rates approachibgrkpiece undergoing LAM.
those of metal cutting. For successful LM or LAM a narrow tem-
perature range must be maintained at a specified location 38d jiaiive Properties of Semitransparent Ceramics
time. This range is bounded at the low end by the minimum tem-
perature required to change the mechanical behatiaM) or The suitability of certain wavelengths for pyrometric surface
the phaséLM) of the ceramic and at the high end by temperaturd§mperature measurements is based on an effective measurement
and temperature gradients that cause thermal damage to ungepth,d.= «, *, which corresponds to an optical depth of unity
chined portions of the workpiece. and the distance from the surface at which 63.2 percent of the
Accurate temperature measurement during LAM and LM igansmitted component of the incident radiation is absorbed ac-
needed to verify thermo-mechanical process models, elucidagyding to Beer's laW10,11]. A pyrometer targeted at the surface
physical phenomena, and for subsequent implementation of pfﬁ-a workpiece will collect radiation emitted by the volume of
cess control. Subsurface temperatures of material in the deforrifaterial corresponding to the area of the spot and the dipth
tion zone associated with material removal determine how théich should be small to reduce the effect of temperature varia-
material deforms or transforms and subsequently how it is rédons associated with local temperature gre_ldients. Soda lime silica
moved. While such temperatures are extremely difficult to meglasses, for example, are generally considered opaque at wave-
sure, they may be inferred by using surface temperature measi@8gths longer than @um, at whichd,=133um, and have an
ments with an appropriate thermo-mechanical model. Because 8$0rption peak for wavelengths near A with a large absorp-
optimal window of operation may be narrow, accurate measuréon coefficient ¢, =968 mm*) at the CQ laser wavelength
ment of workpiece surface temperatures is required for succes$ftf-6 um) [12]. In the region immediately beyond this absorption
control of the machining processes. peak \>10um), the effective measurement depth does not ex-
Pyrometry is well suited for measuring surface temperatures @#€d de=4 um, making this region well suited for pyrometry
a workpiece undergoing LM or LAM, and the approach of thig12].

study was adopted from an extensive assessment of alternativé ne upper extent of the transmission range for pure, monocrys-
talline alumina is Gum [13], and radiative property measurements

. ; 5 - -
Contributed by the Heat Transfer Division for publication in tHBUBNAL OF of a commercial alumind99 wt.% ALO;+SIO,, CaO, MgO;

HEAT TRANSFER Manuscript received by the Heat Transfer Division February sPOlycrystalline; 1.8 percent porosjty14] confirm an increase in
2002; revision received September 9, 2002. Associate Editor: S. T. Thynell. the extinction coefficient fon>5 um. However, for pyrometric

48 / Vol. 125, FEBRUARY 2003 Copyright © 2003 by ASME Transactions of the ASME

Downloaded 06 Dec 2010 to 141.219.44.39. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Table 1

Comparison of zirconia ceramics used in

radiative property studies

Makino et al. Wahiduzzaman PSZ used in this
[14] Tsukuma[17] and Morel[18] study
Composition Zr@>85 wt. %, 82.8 mol% ZrQ, 76 % ZrG,, Zr0,,
Y,03, SIO,, 10 mol% TiG,, 24 % ceria 4 mol% MgO
Al,O, 7.2 mol% Y,0,
Processing sintered, sintered, plasma sprayed iso-pressed,
1600-1700°C, 1630°C, 7 h, @ sintered at 1 atm
1 atm, air then HIP,
1500°C, 100 MPa,
0.5 h, Ar
Grain Size 0.1-3.um 100-200pm - 50 um
Porosity - - - 2.7% closed
Phase Content - cubic - 4.2 mol%
monoclinic
Waveband 0.5-33um 0.3—10um <20 um 0.5-33um
Studied (literature review
Semi- A<5um A<8um A<5um A<8pum
transparent (assumed)
Opaque A>5um A>8 um A>5um A>8 um
(assumed)

measurements, alumina should only be considered opaque fof18] considered 2.5-mm thick thermal-barrier-coatings of plasma-
>8 um, at whichd,=40 um. Since transmittance data for mul-sprayed zirconia and found them to be “highly opaque” beyond 5

lite indicate a sharp decreasexat5 um [15,16], it is reasonable um.

to assume that its spectral absorptivity increases with wavelengthrhe foregoing results suggest that, while variations in chemical
composition and processing can significantly affect the radiative
properties of zirconia in the visible and near-infrared spectra, all
Makino et al.[14] determined that fully-dense, sintered zircoof the materials become opaque above some cutoff wavelength.
nia exhibits strong absorption aboveui, where its optical prop- The results for zirconia ceramics are summarized in Table 1, from
which it is concluded that the optical properties do not vary sig-

beyond 5um, such that an acceptably small valuedgfexists for

A>10 um.

erties are represented by the complex index of refractmn,

=n,—ik,, andk, is the extinction coefficient. Makino et al. nificantly for A>8 um. Accordingly, the index of refractiom, ,
found that, forh<5 um, scattering(at grain boundaries, inclu- and the extinction coefficienk, , (Fig. 1) measured by Makino

sions, or poresis more significant than absorption and that, abovet al.[14] for A>8 um may be assumed to apply to the PSZ of

7 pm, scattering vanishes as the size of the scattering centgig study(Table 1).

decreases relative to. Hence, absorption of radiation at longer

Using the extinction coefficientk, , determined by Makino

wavelengths X>7 um) depends more on material compositioret al.[14], an absorption coefficient, =4k, /\, may be calcu-

and crystal structure than on physical characteristics such as graied, which, in turn, can be used to determine the effective mea-

size, porosity, and glassy phase content, which vary significanirement depthd, . Variation ofd, with wavelength for the spec-

with the manner in which the ceramic is processed.

. : - ~ trum associated with the long-wavelength pyrometer of this study
Tsukuma [17] considered a 0.73 mm thick, titania-yttria-is shown in Fig. 2. The results indicate that a pyrometer operating

zirconia ceramic that was processed by isostatic pressing and hathe range 11k <14 um will largely receive radiation from a
a spectral transmissivity greater than 60 percent in the visid@rface layer whose thickness is less than approximatejpyrn5
spectrum, but was opaque aboven8 Wahiduzzaman and Morel

Ny, ky,

Effective Penetration Depth, d, (um)

8 10 12

14 16 18 20

Wavelength, A (um)

Fig. 1 Spectral complex index of refraction for PSZ

Journal of Heat Transfer

Fig. 2 Effective measurement depth,
of spectral radiation is absorbed in PSZ

[14]

0 M 1

1 115

12 12.5 13 13.5
Wavelength, A (um)

14

d., at which 63.2 percent

FEBRUARY 2003, Vol. 125 / 49

Downloaded 06 Dec 2010 to 141.219.44.39. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



1 T T
Compressed Air B
=< %G
& 08 F |
é Apert
= erture
2 P I
€ 06T ——
w . =
® \ (@) L
= Lens
3 04t —O0—T=867K
a -—T=1048K - -
= --0--T=1183K |
£ -—a- T=1208K [ ] —
£ I ‘
S o02f . J
‘2\._5'.; Radial & Axial
l . Adjustment
ol e g of Pyrometer
0 2 4 8 8 10 12 14 §
Wavelength, A (um) a
Fig. 3 Normal spectral emissivity of as-sintered PSZ (1<A
<15 um) [19]
To use a long-wavelength pyrometer for surface temperature Output

measurement, the surface emissivity must be known. From Figrig. 4 Schematic of long-wavelength pyrometer with protec-
it is seen that the normal spectral emissivity of PSZ is approxive aperture, air screen, and positioning stage

mately 0.95 for 11X <14 um[19]. The lack of data for contrast-

ing as-sintered, machined, and polished surfaces requires the use

of this emissivity for all experimental surface conditions. How@&Perture. Because the focal length of the pyrometer is only 162
ever, since the primary contribution to the uncertainty in the me§im and there is a protective aperture with an air screen halfway
sured temperature is due to the emissivity, it would be benefictween the lens and the surface, there is little opportunity for

to measure the actual emissivity of a sample to minimize tyRachining debris to absorb or scatter radiation within the field of
uncertainty in the surface temperature. View.

It is important to remember that, since the objective of pyrom- The pyrometer was designed with a waveband between 11 and

etry is to infer the surface temperature from emitted radiatiof4 #m to avoid the C@laser wavelengtiil0.6 um), to operate in
radiation emitted from a volume below the surface and detect@@Pectral range where PSZ is opaghe-@ um), to have a small

by the measurement device can affect the result. Therefore, a {8f9€t Size, and to achieve an acceptable signal-to-noise ratio. The

get may be considered opaque if the effective measurement de
de, is small enough to yield negligible temperature variations d

gquirements of a small target size and operation at long wave-
gn’gths result in a low infrared signal. To achieve an acceptable

to temperature gradients normal to the surface. However, the pignal-to-noise ratio and temperature resolution, a broad wave-
quirement is less stringent for a laser-heated surface, since tind is needed to provide a sufficiently strong infrared signal and

peratures decrease sharply with depth and any radiation detedfigiamplification circuit has a low-pass cut-off frequency of 3 Hz

from beneath the surface will not strongly affect the measuremeht,20]- The desired waveband is achieved by superimposing two
In contrast, when the laser is turned off, the surface cools rapighjd® band-pass filters, each with 80 percent transmittance be-

and the maximum temperature is located below the surface. TH¢en half power wavelengths of 8.047—13.74@ and 11.391—

measured temperature will then be affected by radiation emittéd-368 um. The germanium lens also filters energy and has a
from the hot region beneath the surfacedifis not smaller than s_pectrally dependent transmissivity curve that influences the effec-

the distance of the hot region from the surface, and will excedlye wavelength of the device. The protective sled¥ég. 4)

the actual surface temperature. ! :
shield to protect the pyrometer from thermal loading.

The optics(germaniumjused for focusing energy in the 11-14

shields the lens from machining debris and acts as a radiation

Experimental Procedures mm waveband limit the smallest achievable target size to a diam-

Long-Wavelength Pyrometer. The long-wavelength pyrom-
eter of this study is a special design developed to the autho
specifications by the Williamson Corporatibrit is a “single
wavelength” sensor using a thermopile detector to measure ra
tion between 11 and 14m. The pyrometer can measure tempera-
tures from 500 to 1500°C, collecting 93 percent of the detectg

eenr=0.52 mm and =0.66 mm, and approximately 8.3 per-

e

energy from a 2 mm diameter target at an optimum focal distan Ser-assisted machinindAM) is characterized by large axial

of 162 mm. A small glass window centered on a germanium le
allows passage of a visible laser beam through the optics to ali
the target on the workpiece surface. The lens is shrouded b
protective sleeve with an aperture that does not obstruct the

rometer’s field of view(Fig. 4). Compressed air is introduced into ot X
the protective sleeve, and a nozzle directs an air jet across {ﬁgget spot, the output of the radiation detecgiris

s in the field of view.

S: R)\Q:R}\S)\I)\’b()\,T)A[wA}\T)\Yt (1)
‘Wiliamson ~Temperature Sensor TEMPMATIC ~ 4900s-C-22-Fovs Where R, is the spectral responsivity of the detectQis the
200-SWL-LA-NSO177-10C-110V, Williamson Corp., Concord, MA. radiant energy reaching the detectoy,is the spectral emissivity
50 / Vol. 125, FEBRUARY 2003 Transactions of the ASME
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eter of approximately 2 mm, and the energy detected by the py-

rameter can be partitioned into concentric rings. The center circle

of radiusr =0.52 mm provides 68.5 percent of the signal. Another
.5 percent of the detected energy originates from the ring be-

nt of the signal originates from the ring between 0.66 mm and
015 mm. Because the target imaged by the pyrometer during

perature gradients on the surface of the workpiece, the tem-
%rature reported by the pyrometer is a weighted average of val-

‘Assuming a uniform surface temperature and emissivity in the



at the effective wavelength, , is the Planck function evaluated
at the surface temperature and effective wavelengthis the
target area with the pyrometer positioned perpendicular to the
surfacew is the solid angle formed by the lens and the targat,

is the bandwidth, and, . is the total transmissivity, which ac-
counts for signal attenuation by the optical elements between th
target and the detector. The spectral responsiRfy, describes
the sensitivity of the detector to energy at different wavelengths
and is defined as the ratio of the voltage output to the inciden
radiation. Substituting the Planck distribution

8)\Cl 2
N[ exp(C,/AT)—1] 2)

Iy(N,e,T)=

into Eq. (1) and solving for the unknown temperature, it follows
that

C, <
= ®) ~ \Cutting
x-In C1~R)\-At)'\(5u-A)\-7')\,t ] %+1 Pyrometer Target Tl

Fig. 5 Schematic of pyrometer location with respect to the
workpiece, laser and cutting tool (=55 deg, ¢,=220 deg,

Equation(3) uses the detector outp8, and the emissivity, , to L,=1.6 mm, N=800 rpm, f.=16 mm/min)

determine the true surface temperature. Witk 1, Eq. (3) may
be expressed as

Cc,2

To=inC.L /st D) @ . . -

' that of the cutting tool during LAM. The laser power setting is
whereC.; andC,, are calibration constants that combine termganually controlled and adjusted before each experiment, while
in Eq. (3). The constants in E@4) can be determined with a black all functions of the lathe are controlled by a computer. The, CO
body calibration source, where any uncertainty in the source emigser power reaching the workpiece is calibrated with a digital
sivity and temperature can affect the uncertainty in the calibratimalorimetef for values in the range from 200 to 2200 W.
constants. The pyrometer was calibrated by the manufacturer, an@he pyrometer is mounted beneath the workpiece on a bracket
this uncertainty is embedded in the manufacturer's documenteshnected to the axial translation stage of the lathe and moves
accuracy. with the laser beam and cutting tool in the ax@) direction(Fig.

Because the pyrometer uses a wide band-fEss14um), an 5), thereby measuring the surface temperature at a fixed distance
effective wavelength) ., is used to characterize the surface emigrom the cutting zone and the laser-impingement location. The
sivity of the band and thus determine the surface temperature framgles between the pyrometer target and laser cenfgr,

Eq. 4[11]. The effective wavelength may be obtained from ar-212 deg, the laser center and togl,=55 deg, and the laser
expression of the form center and verticalp, = 10 deg, are fixed. The laser center leads
12 the cutting tool in the axial directionL{=1.6 mm) to allow
ex(MEy p(A, T) 7y (MR (M) dA enough time for energy to penetrate radially. Data are recorded at
11 ’ ' 1 kHz by a PC-based data acquisition system, and measured tem-
14 peratures are based on the arithmetic average of five hundred data

f Ty (MR ()N points.

1 A LAM experiment consists of two phases: a preheat phase in
(5)  which the laser irradiates the end of the rotating workpiece with-
out axial translation of the laser or the cutting tool and a material
L . - Femoval phase in which the laser and cutting tool move axially
sivities for the two filters and the lens, ;= 7, 117 r2q. FOr along the workpiece. The preheat phase allows an acceptable ma-

this analysis it is assumed that the spectral responSRItY, IS  ining temperature to be achieved at the depth-of-cut before ma-
independent of all variables except wavelength. Since the pyrof

eter uses a thermopile detector with a spectrally flat responsiw{ey”aI re_mtl)val 'S |_n|t|ate(lj. . . |
[11], R, cancels out of Eq(5). Because the blackbody emissive Nomina eipenmenta operating condTons correspond 1o a [a-
power and the surface emissivity depend on temperature, the se(?_rdpolilvgrfrZOO W, c? bek?mfdlame_tdb,l—4.0 mmf, aéaser-tool
fective wavelength is also temperature dependent. An effectil_?@ »Li=1.6 mm, a depth-o 'CEtd*O'S mm, a feed ratef,
wavelength ofA,=12.388um at 1000°C is obtained iteratively =16 mm/min, a Sp'n.dle speedl, =800 rpm, ar_ld a pre_heat time,
by numerically integrating the right-hand-side of Ef) and ap- tP=(6+l'.9) S: The first component ofis the time durlng which .
plying the secant method. Since the spectral transmissivity of t{i¥ 1aser is stationary and heating the rotating workpiece, while
filters is approximately uniform over the designated wavebagd, the second component is the duration of axial translation before

is influenced only by the spectral transmissivity of the lens, arffi® cutting tool engages the workpiece. A compressed air jet is
variations of the spectral emissivitfig. 3) and emissive power concentric with the laser beam and exits the laser nozzle to protect

with wavelength and temperature. the optics. Material removal is performed with a square polycrys-

talline cubic boron nitridePCBN) tipped cutting tool(Kenna-
Laser-Assisted Machining. The LAM experiments are con- metal grade KD120, SPGN120308The as-received Mg-PSZ

ducted using a 1.5 kWeontinuous waveCO, laser, whose beam Workpieces have been pre-ground with an average surface rough-

delivery is integrated with a computer numerically controlledess of 0.3um measured parallel to the axis of symmetry and are

(CNC) lathe. The laser optics are attached to the lathe turret tHeg&.0 mm in diameter by 63.8 mm long.

provides translation in the axial and radial directions of the work-

piece, and axial translation of the laser optics is synchronized with?model 30C Digital Power Probe, Optical Engineegintnc., Santa Rosa, CA

ex(Ne)Egip(Ne, T)=

where the total spectral transmissivity is the product of transm
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Fig. 6 Optical differential image contrast ~ (DIC) micrograph of Fig. 7 Transmitted light micrograph of polished Mg-PSZ thin
polished and etched Mg-PSZ section (30um thick)

by light reflected from a PSZ-pore interface. Because it is not

Specific Features of Mg-PSZ. The Mg-PSZ used in this known at what height the pores in Fig. 6 intersect the surface, it is
study is milky white in color, has an effective density pf impossible to quantify the pore size distribution. Another view of
=5770 kg/ni, and contains 4 mol% MgO. From X-ray diffrac-the pore size distribution and density is shown in a light transmis-
tion performed on the as-received material, the monoclinic phasen micrograph of a polished thin section of afn thickness
content was determined to be 4.2 mol% with the remainder cortlrig. 7). The larger black circles indicate pores that exist through-
prised of tetragonal and cubic phases. As shown in Figs. 6 andort the 30um thick sample, while the smaller spots may be either
the samples of this study have closed pores, and the porosity npayes or tetragonal precipitates in the cubic matrix.
be quantified by measuring the area ratio of visible pores in opfi- .
cal micrographs. The pore area ratio was measured over a SlM_easurement Uncertainty
cient number of micrographs to insure that the calculated porosityFactors that contribute to the total uncertainty in the measured
did not change with additional measurements and hence thattémperature relate to conditions associated with the surface itself,
value closely approximated the volume porosity. The results frothe measurement device, and the environment. The largest sources
six micrographs of 200>and 500 xXmagnification were averaged of experimental uncertainty are incomplete knowledge of the sur-
to obtain a volume porosity of approximately 4.4 percent. face emissivity and the coupled influence of the size of the imaged

The optical micrograph of Fig. 6 was obtained by using tharea and the large surface temperature gradients.
Senarmont differential image contrad@IC) feature of a Zeiss  The workpiece surface is characterized by large axial tempera-
Axiotech on a sample mechanically polished withuh diamond ture gradients, caused by the material’s low thermal diffusivity,
paste and etched in 48 percent HF solution for 5 minutes. Diffesnd small circumferential gradients, due to the high rotational
ential image contrast is based on the interference of two sligh#peed and the associated advection of energy. Due to the large
offset polarized beams and shows minute elevation differencesaxial temperature gradients, the uncertainty in the target position
a relief-like fashion. The grain size is approximately & with  contributes to uncertainty in the recorded temperature. This uncer-
little grain boundary phase and an abundance of pores, whichtagnty was estimated numerically by predicting a weighted aver-
typical of commercially available Mg-PSZ cerami&l,22]. The age of the temperature of the target as a function of its displace-
pores are visible as the dark arddepressionsin Fig. 6, while ment from a nominal location that is axially centered on, but 212
the white spots are believed to be caused by pores just below tlegrees from the laser sg@]. Because circumferential tempera-
surface. This premise is based on the assumption that a significamé gradients are comparatively small, the uncertainty in the cir-
amount of light incident on these locations is totally reflectecdiumferential positioning of the pyrometer target2.24 deg)has
Partially-stabilized zirconia has a refractive indexrof2 [14], a negligible effect on the temperature measurement.
and assuming that a closed pore below the surface is filled with airSince, the pyrometer viewwa 2 mm diameter area containing
or another gasr(~1), the critical angle for total reflection of large axial temperature gradients, an area-weighted average tem-
light incident on the PSZ-pore interface can be determined froperature is utilized for the three energy collection regions identi-
the Fresnel Equations. The critical angle for light travel througted previously. The average is double-weighted by the surface
PSZ and incident on an air pocket is 30 deg. Since the DIC marea within a regioffe.g., Acs 1.wi) and the percentage of the total
crograph in Fig. 6 is generated by changing the angle of the lighmergy collected from that regiofe.g., W,, W,, W) and is
incident on the sample surface, the white spots are likely causexpressed as

- ~Acs1-waWiTi+Acs 2w Wi To+ - FAcsn-w,sWa Ty
W AcsawaWitAcs 2 waWit - FAcsn-waWs

©)

The region temperatures are determined from a three-dimensioffiat, for the semitransparent portion of the spectrux>@ um)
unsteady heat transfer model for partially stabilized zirconiand the workpiece treated as opaque Xor8 um. For the pre-
(PSZ) undergoing laser-assisted machinilgAM) [ 8,23], with scribed LAM conditions, predictions of the temperature field
the diffusion approximation used to model internal radiative trangielded a position uncertainty oBT,,&~+21/-52°C at T
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From the foregoing results for the component uncertainties

§ (6Tem: 0T pos: 6Tin; 6T)), the total uncertainty in the measured
g surface temperature has been calculated as a function of tempera-
w ture and the results are shown in Fig. 8. The total uncertainty
g‘ : —o— positive uncertainty exceeds the internal accuracy of the py_roméﬂerspec_ified b_y the
'{T:s o} —e— negative uncertainty | 1 manufacturer)pecause _the pyrometer is not used in an ideal or
g I fully characterized environment. The total uncertainty could be
5 significantly reduced by reducing uncertainties in the emissivity
= and target position, and by reducing the size of the pyrometer
] target.
'—

Results

4

1500

Multiple experiments were performed for the prescrilyeoimi-
nal) operating conditions to ascertain repeatability of the tempera-
ture measurements, and the results, as shown in Fig. 9, are within
a 95 percent confidence interval. The axial and circumferential
positions of the cutting tool, laser spot, and pyrometer target are
all fixed with respect to each other by physical stops or shims. The
laser power is calibrated before each series of tests and is adjusted
with an accuracy of-2 W of the reading. As a CNC part program
=1000°C for a+0.25 mm uncertainty in the axial location of theis used to control the tool movement, spindle speed, preheat time,
target. The difference between the positive and negative uncand laser shutter, it is unlikely that any inaccuracy in the timing
tainty limits is due to asymmetry of the axial temperature distriactions or rate of movement will have a measurable effect on the
bution about the center of the target. o process. The most probable contributions to the variations among

The effect of uncertainty in the surface emissivity on the meéghe data sets are variations in the workpiece properties and/or
sured temperature may be determined by differentiating th&rced convection cooling by the impinging air jet from the laser
Planck distributionEq. 2) with respect to temperature and emisyzzle. Although a constant emissivity is used by the pyrometer to
sivity and combining the results to obtain determine the surface temperatufég. 3), the emissivity data

oT g, AT[exp(C,/AT)—1] were collected under quasi-equilibrium conditions involving slow

—_—=— (7) heating and cooling cycles in controlled atmospheres. In contrast,

T C2exp(Co/AT) the surface of the workpiece is undergoing dynamic heating at
At long wavelengths, such as the effective wavelengthhpf high rates, which may induce variations in the emissivity that
=12.4um, the sensitivity of the temperature to uncertainties ihave been shown to cause significant variations in the measured
the emissivity is approximately proportional to wavelength. Froriemperature. Although small variations in the chemical composi-
published data for the emissivitfig. 3), a conservative estimatetion of zirconia ceramics can alter their radiation properties, the
of its uncertainty isde, =+0.03/—0.05 abouts,=0.97. If an properties are weakly dependent on chemical composition or mi-
uncertainty ofée, /e, =—0.05 is used in Eq(7), the uncertainty crostructure for wavelengths greater than approximatelyn8
in temperature is6T,,=—26°C at T=1000°C. Because the [14]. However, radiation properties can vary significantly with
spectral emissivity of PSZ in the pyrometer’'s waveband is rel@omposition at near infrared wavelengtfist,17,18], where the
tively insensitive to wavelength and temperat(fég. 3), a con- majority of energy transferred by internal radiation would be
stant value of6T, is used.

Equation (5) is used to determine the effective wavelength,
which in turn is used to determine the emissivity and true surface
temperature from the measured sig(td). 3). Differentiating Eq.

(2) with respect to temperature and wavelength and combining the
results, the following expression is obtained for the uncertainty in

"80 1 1 A A A 1 A A A L A A
500 700 900 1100 1300

Surface Temperature, T (°C)

Fig. 8 Total (asymmetric) uncertainty in measured tempera-
ture as a function of surface temperature

3N

1000

3700 B

A . 900
temperature due to uncertainty in the effective wavelength. -
6T 6\ NeT [eXp(Co/NT)—1 o
o _ e _.i[ PCo/NeT) ] ®) 8800
T )\e C2 quCZ/)\eT) [ 1
Uncertainty in the effective wavelength is a function of uncertain- o 95% Confidence Interval = 20°C ]

1
|
ties in the spectral dependence of emissivity, transmissivity, and & I !
responsivity, as well as surface temperature through its effect on & o LI ]
the shape of the black body emissive poviEg. 5). The resultant £ 600 [ < < Test3 ]
uncertainty in the effective wavelengthl = =0.006um at A, [ F ! + Test4 1
=12.388um, contributes an uncertainty in the measured tem- [ : v Tests ]
perature oféT,=+1.4°C atT=1000°C. 500 F ™ I ° Test6 i
The uncertainty in the distance between the lens and the surface ] [ 95% Confidence Bound | ,
is negligible and has no effect on the temperature measurement. [ Preheat :——» Material Removat ]
The pyrometer was calibrated by the manufacturer, and uncertain- 400 M=ol oo b ol s b
ties in the calibration constants are embedded in the manufactur- 0 5 10 15 20 25 30 35 40

er's documented accuracy of 0.75 percent of full scaledDy;
=0.0075(1500-500)°C#.5°C.

Time, t (seconds)

Assuming all uncertainties to be independent and random, thig. 9 Repeatability of surface temperature measurement un-

total uncertainty in temperaturéT, may be expressed §284]
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der nominal operating conditions
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Fig. 10 Effect of laser power on temperature history at the Fig. 12 Effect of depth-of-cut on temperature history

pyrometer location

found. Such variations would influence internal heat transfeerg?ur: ;to tigows g;ﬁegf,edn?; Iaseén;::gwtelroon(g}e sg)rfe_llf:r(]aetem-
thereby changing the workpiece surface temperature. peratur 1€ pyr r's measurement locatiag. o).

To determine a confidence interval for temperature measu 1ergy deposited in the Workplece Increases with laser power, and
ments during LAM, the standard deviation, , for six tempera- there is almost a linear relatlonshlp_ between the power and the
ture histories(during nominal operating conditionsvas deter- temperature achieved 20 seconds into the process, after which

mined at each discrete time. If the scatter of the data about tﬁ%afl}ztgz(zya?gggtl'%?\n:hzged %?Qfgid.nﬁt 3%?1eV\</j tgeto\l\;ﬁ:akrrr)r;z(lzle
average temperature at each time is random, it can be said with, u ! uting z u y

percent confidence that a measurement will fall within a ba ucedpsstéeises result|ngl_fr$mf Iﬁrg:} temlg.eLat_ured. %r?déegts.
+20,=*20°C. The 95 percent confidence interval is shown b ence, as an upper fimit or heating which IS dictated by

the solid lines in Fig. 9 and represents the precision of the te mperature gradients and resulting thermal stresses. .
d.p\e feed rate controls the amount of energy deposited per unit

perature measurement. The scatter in the data may be cause Lnce traversed by the laser. and its effect is shown in Eid. 11
slight variations in measurement procedures and/or other exp I!\? . oy ’ - 9. 1%
e different durations are due to traversal of a workpiece of fixed

mental conditions such as variations in material properties. How- . .
ever, as the 95 percent confidence interval lies within the tot@‘Ial length(10 mm)at different feed rates. The amount of energy

measurement uncertaintfig. 8), the source of the scatter canno eposited per distance and time decreases with increasing feed
be determined and it is not.sta'tistically significant rate, and quasi-steady temperatures at the end of the cut for feed
Previous investigations of LAM for silicon nitride and mullite "a€S Of. 8 and 32 mm/min are ap_prommately 1120°C and 760°C,
ceramics have shown the laser powdy, feed rate,f,, and respectively. The three tests in Fig. ;1 were performed at a con-
depth-of-cutd, to have the most significant influence on temper tant laser power of 200 W, beam diameter of 4 mm, and laser-

ture[5,6,9,25,26]. The results of varying these parameters for P I'lead of 1.6 mm. In ‘?Ctual machmmg, It Is not desirable to
are shown in Figs. 10 through 12, respectively. increase the feed rate without also increasing the laser power to

achieve a desired machining temperature. However, as already
demonstrated there are limits to increasing the laser power due to
an attendant increase in temperature gradients and the potential

1200 T T T T T T T for thermal fracture of the workpiece.
f,= 8 movmin 1 Increasing the depth-of-catis an important means of achiev-
1100 } ing a higher material removal rate and therefore an important
parameter in the LAM process. Figure 12 shows the effedl,of
1000 F with the smallest valuegl=0.5 mm, corresponding to the nominal
) condition. The data indicate an increase in the measured tempera-
g 900 | ture with increasing depth-of-cut, but the uncertainty exceeds dif-
o L ferences in the data, thereby indicating statistical equivalence of
;33 800 F the results. Therefore, any definitive conclusion concerning the
§_ I effect of depth-of-cut on the temperature field is dependent on
aE> 700 F reducing the uncertainty in the temperature measurement.
.—
600
500 | Conclusions
400 Lissss PP TS TN TN TP T Dense zirconia ceramics are to varying degrees semitransparent
0 5 10 15 20 25 30 35 40 below approximately 8m, and radiative properties in this wave-
) band depend strongly on composition, processing, and microstruc-
Time, t (seconds) ture. However, zirconia ceramics, as well as alumina, mullite, and
Fig. 11 Effect of feed rate on temperature history silica glasses, have large extinction coefficients above approxi-
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mately 8 um, where they are essentially opaque. In principle, a &x = uncertainty inx [units of x]

pyrometer operating in this waveband may therefore be used to ¢ = emissivity

measure surface temperatures. x = absorption coefficierfm™]
The objective of this study has been to develop and evaluate a A = wavelength in vacuurfum]

pyrometric measurement technique for semitransparent ceramics p = density[kg-m3]

at high temperatures, with special attention given to the wave- o, = standard deviation

length interval from 11 to 14um and to an application involving 7 = transmissivityfm 1]

laser-assisted machinirfgAM) of fully-dense Mg-PSZ. The long ¢, = laser angle to verticdldeg]

wavelengths associated with the interval are dictated by the need ¢, = laser-pyrometer angledeg]

to avoid the wavelength associated with £@ser emissiori10.6 ¢, = laser-tool anglédeg]

um), as well as by the need to insure a spectral region where PSZ o = solid angle[sr]

is opaque. The long-wavelength pyrometer considered in thi

e RS N ibscripts
study has been shown to be sensitive to uncertainties in surface P

emissivity and geometrical positioning, which manifests the influ- = black body
ence of large temperature gradients within the target spot. The € = effective
total uncertainty associated with these effects ranges fr@8/ t = total
+22°C at a surface temperature of 500°C +&®9/+49°C at N = spectral

1000°C. Temperature measurements made in LAM of Mg-PSZ
have been shown to be repeatable with a 95 percent confidence
interval and well within the total measurement uncertainty. A
parametric study of the effects of laser power, feed rate, and
delpt>t_h-of-cu|t thv;/he?pelcted trendls. " t . dl?eferences
is concluded that a long-wavelength pyrometer can be use . . - L
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Backward Monte Carlo
Simulations in Radiative Heat
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Fellow ASME,
Department of Mechanical and Nuclear Standard Monte Carlo methods trace photon bundles in a forward direction, and may
Enginesring, become extremely inefficient when radiation onto a small spot and/or onto a small direc-
Penn State University, tion cone is desired. Backward tracing of photon bundles is known to alleviate this
University Park, PA 16802 problem if the source of radiation is large, but may also fail if the radiation source is
collimated and/or very small. In this paper various implementations of the backward
Monte Carlo method are discussed, allowing efficient Monte Carlo simulations for prob-
lems with arbitrary radiation sources, including small collimated beams, point sources,
etc., in media of arbitrary optical thicknesgd.DOI: 10.1115/1.1518491
Keywords: Heat Transfer, Monte Carlo, Radiation, Scattering
Introduction terms of standard ray traciripundles of fixed energyas well as

The “standard” Monte Carlo method for radiative heat transfer o9 €"€r9Y partitiodbundies attenuated by absorpligh] (also

as presented in various textbooks and review artitles3] is a called “ahsorption suppression” by Walters and Buckig.
“forward” method, i.e., a photon bundle is emitted and its

progress is then followed until it is absorbed or until it leaves the

system. The method can easily simulate problems of great comrheoretical Development

plexity and, for the majority of problems where overall knowledge
of the radiation field is desired, the method is reasonably eﬁiciewi” start with the principle of reciprocity described by Cada].
However, if only the radiative intensity hitting a small spot and/of o | andl, , be two different solutions to the radiative transfer
over a small range of solid angles is required, the method C@Hua)\tilon for a specific medium

become terribly inefficient. Consider, for example, a small detec- '
tor (maybe 1 mmx 1 mm in size)with a small field of view S VI,;(r,8=S,;(r,$— B\(r)1);(r,9)
(capturing only photons hitting it from within a small cone of

Similar to the development of Walters and Buckiu®], we

sqlid angles)mqnitoring t.he radiation frqm a Iarge furnace filled n os\() j (1, 8)Dy(r,8,9d0, =12,
with an absorbing, emitting and scattering medium. In a standard LI

Monte Carlo simulation one would emit many photon bundles

within the furnace, and would trace the path of each of these (1)

photons, even though only a very small fraction will hit the desubject to the boundary condition

tector. It may take many billion bundles before a statistically o . .

meaningful result is achieved—at the same time calculating the hilrw,9=lwj(rw.9), =12, @

intensity field everywhergand without need): clearly a very wherer is a vector pointing to a location within the mediugis

wasteful procedure. Obviously, it would be much more desirabéunit direction vector at that poingis the local radiative source,

if one could just trace those photon bundles that eventually hit tifeis the extinction coefficienty the scattering coefficientp is

detector. the scattering phase function, afiddenotes solid angle. The prin-
This idea of a backward tracing solution, sometimes alsmple of reciprocity states that these two solutions are related by

known asreverse Monte Carldvas been applied by several investhe following identity:

tigators[4—10]. All of these investigations have been somewhat

limited in scope, looking at light penetration through nonemitting j j o (Fws8) 1T, — 9

oceans and atmosphefds-6], computer graphics,8], reflecting AJh.s>0

boundaried9], and emitting medi@10]. All the aforementioned

papers have dealt with large light sour¢gsvolume and/or solid “lwa(rw,9ha(ry, =9 1(h-5) 6QdA

angle range), making a backward simulation straightforward. A

number of other methods to overcome the inefficiency of standard = J’ J’ [1ho(r, =89S, 1(r,9) —1,1(r,$ S\ ,(r, —$)]1dQdV,
Monte Carlo implementations in problems with small sources vJam

and/or detector have appeared in the Nuclear Engineering litera- 3)

ture, e.g.[11-13. _ _

It is the purpose of the present study to give a comprehensi¢@ereA andV denote integration over enclosure surface area and
formulation for backward Monte Carlo simulations in the area dinclosure volume, respectively, ahds>0 indicates that the in-
radiative heat transfer, capable of treating emitting, absorbing ajf@ration is over the hemisphere on a point on the surface pointing
anisotropically scattering media, media with diffuse or collimatetfto the medium. ,
irradiation (with large or small footprints media with point or _ !N the Backward Monte Carlo scheme, the solution {d(r, §)

line sources, etc. In addition, the method will be described Iyith specified internal sourc&,(r,$) and boundary intensity
lwr1(ry1,9] is found from the solution to a much simpler prob-

Contributed by the Heat Transfer Division for publication in th®URNAL OF lem I),(r,$). In particular, if we desire the solution 1, at

HEAT TRANSFER Manuscript received by the Heat Transfer Division October 1gl0Cationr; (say, a detector at the walhto direction—$§ (pointing
2001; revision received June 10, 2002. Associate Editor: R. Skocypec. out of the mediuminto the surface), we chooslg, to be the
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tesimal solid angle centered around the local direction vector
—&=¢§(r"). At its final destination on the enclosure surface, the
beam of cross-sectiomA; illuminates an area of onlydA
=dA /(=8 (ry)-n), so that Eq(7) simplifies to

|
I)\ln(ri_é):IW)\l(er_él(rw))eXF{_ fOKx(r’)dV}
| !
+f %1(r’.—§’(r’))exr{—f| Kx<r">dl"}dl',
0 0
©)

where f'O'dI” indicates integration along the piecewise straight
path, starting at;, andx,, is the local absorption coefficient. It is

0 seen that, 1,(r; ,— §) consists of intensity emitted at the wall into
the direction of—§'(r,,) (i.e., along the path toward), attenu-
Fig. 1 Typical ray path in a backward Monte Carlo simulation ated by absorption along the path, and by emission along the path

due to the sourcsg, 1, in the direction of-§'(r") (also along the
path towardr;), and attenuated by absorption along the path, be-
tween the point of emissiom,, andr; . This result is intuitively
Ybvious since it is the same as the symbolic solution to the stan-
dard radiative transfer equatiqiRTE) [1], except that we here
have a zig-zag path due to scattering and/or wall reflection events.

atr;, but pointing into the opposite directior;§. Mathemati-
cally, this can be expressed as

lan2(Fw .9 =0, (4a) If we trace a photon bundle back toward its point of emission,
R o allowing for intermediate reflections from the enclosure wa
S §=6(r—r;)8(5-%), (4b) indicated in Fig. 1 then, at the emission point,, Iy
where thes are Dirac-delta functions for volume and solid angles; €\!p\(T'w), wheree, is the local surface emittan¢assumed to
defined as be diffuse here), andy,, is the blackbody intensity or Planck
function. And, if the internal source of radiation is due to isotropic
0, r#r;, emission, then, comparing the standard RIEwith Eq. (1) we
MI=r)=\, oy (G  find S,4(r',— &)= (r" ) (r’). Thus,
S(r—r,)dv=1, 5b . b
fv( ! (50) lmm,—s>=q<rw>lm<rw>exp[—f (T )dl}
0

and similarly for solid angle. If the infinitesimal cross-section of

. . . . | ’
the source, normal t§ , is dA;, then this results in ah,, inten- +f Ko (1) (1 Yexpl — J' K (rydl”|dI’
sity atr; of o A b\ o A )
. 0(5-§) 10
halr1:9= T ©) o
As thel,, light beam travels through the absorbing and/or scathere the subscript “I" has been dropped since it is no longer
tering medium, it will be attenuated accordingly. needed. Equatiofil0) may be solved via a standard Monte Carlo

Substituting Egs(4) into Eq. (3) yields the desired intensity as simulation or using the energy p_artitioning scheme described by
Modest[1] and Walters and Buckiys]. For the standard method

A N A A scattering lengths$, are chosen as well as an absorption length
ha(ri, =)= J’AJ’ﬁ@OIW(rW,S)IAZ(rW,fs)(n-s)deA |.. The bundle is then traced backward fropunattenuatefi.e.,
the exponential decay terms in E.0) are dropped], until the
. ~ total path length equalk, or until the emission locatiom,, is
+ J’v \ Su(r 9 lha(r, =9dQdV. (7)  reachedwhichever comes first Thus,

While the l,, problem is much simpler to solve than the; I

problem, it remains quite difficult if the medium scatters radiation, f K (r) g (rHdl’, I.<l,
making a Monte Carlo solution desirable. Therefore, we will ap- A 0

proximatel, ; as the statistical average owddistinct paths that a han(ri,—$)= |

photon bundle emitted at into direction§ traverses, as sche- Ex(rw)lbx(rw)+J K (r ) (rHdl’, 1=l
matically shown in Fig. 1, or 0

N (11)
(i -8)= 3 un(ri-8) ®)
M N M ' If energy partitioning is used only scattering lengths are chosen

where the solution for eadh 4, is found for its distinct statistical andl,p is found directly from Eq(10).

path(with absorption and scattering occurrences chosen exactly aRadiative Fluxes. |If radiative flux onto a surface at location

in the forward Monte Carlo methadAlong such a zig-zag path of r; over a finite range of solid angles is desired, the flux needs to be
total lengthl fromrr; tor,,, consisting of several straight segmentsomputed using the statistical data obtainedIfg(r; —§). For
pointing along a local directiod’(r"), |,, is nonzero only over example, for a detector located ratwith opening angl&d,,,,, one

an infinitesimal volume along the pattiy =dA;l, and an infini- obtains

58 / Vol. 125, FEBRUARY 2003 Transactions of the ASME

Downloaded 06 Dec 2010 to 141.219.44.39. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



27 (" Omax
Qo= J f €(8,0)1 (0, cOSO sin 6d 6l
0 0

1 (27 (1
- Ef f (6,9)1),in( 6, 9)d(cog O)dy
0 cos 6,

max

N

=m(1—cod emax)n; (&) hn(—8), 12)

where the directions, need to be picked uniformly from the

. . Fig. 2 One-dimensional slab with normally incident collimated
interval 0<y<2, cOS = cos #=<1. The azimuthal angle 9 y

. ) . ] . irradiation
Y is found in standard fashion fronk,=27R,, while 6, is
found from
1 tions), and a multiply-scattered and reflected part. Again, wiylet
f d¢ ) satisfy the radiative transfer equation without the inscattering
cog 6, 1-cog 0, sir? 6 term, or,
=7 =— =— ,
j d; L0 fmac ST fnax 8 V141, 9= 841, 9 B(N)14(1.9), (17)
oS’ O which has the simple solution
or 6,=sin"1(VR, SN Oz, (13)
) . Id(r,é)zf Sy(r’,9ex —f (k+ogds'|ds, (18)
whereR, andR,, are random numbers picked uniformly from 0 r—r’

<R=<1. If the detector is of finite dimension, points distributed

across the surface are chosen like in a forward Monte Carlo sinfj0€re the main integral is along a straight path from the boundary
lation. oLl’ the medium to point in the direction ofs. For example, if

there is only a simple point source g with total strengthQ,,

Collimated Irradiation.  Backward Monte Carlo is extremely emitting isotropically across a tiny volum®/, Eq.(18) becomes
efficient if radiative fluxes onto a small surface and/or over a Q
small solid angle range are needed. Conversely, forward Monte &) — 0 _ 1 sia_a
Carlo is most efficient if the radiation source is confined to a small l4(r,9) 4lro—r|? exr{ froﬂr('ﬁ%)ds &=,
volume and/or solid angle range. Both methods become extremely (19)
inefficient, or fail, if radiation from a small source intercepted b
a small detector is needed. For collimated irradiatiand similar
problems)backward Monte Carlo can be made efficient by sep

\//vhereé is a unit vector pointing front, towardr, and use has
been made of the fact that

rating intensity into a directcollimated)and a scattered part, as 5005s

outlined in Chapter 16 of{1]. Thus, lettingI(r,=14(r,9) oV=25A 5S=mz. (20)
+14(r, 9, results in a direct component, attenuated by absorption 0

and scattering, where 60 is the solid angle, with whichsV is seen fromr.

Equation(19) can be used to calculate the direct contribution of
+o0ds' 12y Qo hitting a detector, and it can be u_seq to determine the source
,(K s) } (14) term for the RTE of the scattered radiation as

— T

La(r, 9= dcon(rw) 6(5— %)GXF{ - j

which satisfies the RTE without the inscattering term. This leads ¢ (1= ag(r) (1 €)D(r. € A
to a source term in the RTE for the scattered part of the intensity, ™" Aqr - dih .
due to(first) scattering of the collimated beam, of
Geor(F) ! 7N f (k+a)ds' |D(r,§,9)
. I ¢ , A A =TAE 7. 2 - 1 $0,5)-
Si(r,9=oy(r) Czﬂ_w EXF{—L (K}\+o's)\)dlc}(l>(r,so,s), 1677'2|"o_r|2 f— S
(15) (21)

where g is the collimated flux entering the medium &j, The rest of the solution proceeds as before, Wwjth, ,— &) found

traveling a distance df. towardr in the direction of§,, and the from Eg.(16).

scattering phase functioi(r, §,$) indicates the amount of col- s le Calculati

limated flux arriving atr from §,, being scattered into the direc- ample Calculations

tion of . Therefore, the diffuse component of the intensity;as Isotropically Scattering, Nonabsorbing Medium With Colli-

found immediately from Eq(9) as mated Irradiation.  As a first example we will consider a one-
[ | dimensional slab &z<L=1m of a gray, purely isotropically

Ian(r ,—s):f Su(r’,—é’)exp{—f rydl”|dl’, (16) scattering medium =1 m '=const;®=1), bounded at the

0 0

with S,; from Eq. (15). As before, Eq(16) may be solved using

top (z=0) by vacuum and at the bottora€L) by a cold, black
surface. Collimated irradiation of streng@ 100 W is normally

standard tracingpicking absorption length, , and dropping the

exponential attenuation term in E¢L6)] or energy partitioning

incident on this nonreflecting layer, equally distributed over the
[using Eq.(16) as given].

disk 0<r=<R=0.1m, as shown in Fig. 2. A small detector 2 cm
X 2 cm in size, with an acceptance anglefgf,, is located on the
black surface ak=x,=0.2 m, y=0. The object is to determine
Point and Line Source. Backward Monte Carlo also be-the flux incident on the detector for varying acceptance angles,
comes inefficient if the radiation source comes from a very smabmparing forward and backward Monte Carlo implementations.
surface or volume and/or if the source is unidirectional. The tridk all simulations the number of photon bundles was doubled
is again to break up intensity into a direct compong@ntensity again and again until a relative variance of less than 2 percent of
coming directly from the source without scattering or wall reflecthe desired quantity was achieved.
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SE-05 10 the segment lies within the cylindrical column<R (note that
r - & Forward Monte Carfo some segments may lie totally inside this column, some partially,
& Backward Monte Carlo p and some not at all Starting points distributed across the detector
are chosen as in forward Monte Carlo, and a direction for the
backward trace is picked from EL3). Again, a scattering dis-
tance is found from Eq(22), after which the bundle is scattered
into a new direction. However, rather than having fixed energy,
the backward-traveling bundles accumulate energy according to
Eq. (24) as they travel through regions with a radiative source.
The total flux hitting the detector is calculated by adding up
r bundle energies according to E2). Results are included in Fig.
1E-05 - E 3, and are seen to coincide with forward Monte Carlo results to
R *~ 1 about one variance or bettédiscrepancy being larger at large
Oi e s e e Omax, Since theabsolutevariance increasesHowever, the number
0 10 20 30 40 50 60 70 80 90 of required bundles remains essentially independent of opening
opening angle 8,,,,, deg angle at about 20,000and, similarly, independent of detector
area). Since the tracing of a photon bundle requires essentially the
same cpu time for forward and backward tracing, for the problem
given here the backward Monte Carlo scheme is up to 25,000
times more efficient than forward Monte Carlo.

4g05

W

I

[=3

@
T

(=]
>

ool o gl

Number of photon bundles, N

—
[==3
n

—
(=
(S

Fig. 3 Detector fluxes and required number of photon bundles
(to achieve relative variance less than 2 percent ) for one-
dimensional slab with normally incident collimated irradiation

. . . . Absorbing/Scattering Medium With Collimated Irradiation.
h In a I;pr\(vardd.Mli)nte CzrlodTlmulatlonhem|55|ondp0|n§s acrogsynanding on the previous example, for an acceptance angle of
the irradiation disk forN bundles are chosen, and emission ig —10 deg, we will now assume that the medium absorbs as
always into thes=k or z-direction. Each bundle carries an amounfye|| as scatters radiation, using absorption coefficientskpf

of energy ofQ/N and travels a distance of =1m ! and x,=5m *. Forward as well as backward Monte
1 1 Carlo will be used, and also both standard ray tracing as well as
Ia=;InR—, (22) energy partitioning.
S o

Forward Monte Carlo—Standard Ray TracingThe solution
proceeds as in the previous example, except that also an absorp-
etg':c_)n lengthl, is chosen similar to Eq(22). If the sum of all
es&:attering paths exceetls, the bundle is terminated.

before being scattered into a new direction, whegds a random
number picked uniformly from & R, <1. For isotropic scattering
the incident direction is irrelevant and one may set the new dir
tion to that given for isotropic emission. The bundle is then trac
along as many scattering paths as needed, until it leaves the layagForward Monte Carlo—Energy Partitioning.The solution
(z<0, or z>L). If the bundle strikes the bottom surface ( proceeds as in the previous example, except the energy of each
=L), incidence angle§ k>cog 6,,?) and locatior(x, y on de- bundle hitting the detector is attenuated by a factor of exy,
tector?)are checked and a detector hit is recorded, if appropriatgherel is the total(scatteredpath that the bundle travels through
Results are shown in Fig. 3. As the detector’s acceptance antfle layer before hitting the detector.

increases, more photon bundles are captured. Obviously, this re-

sults in a larger detector-absorbed flux. However, it also increase@ckward Monte Carlo—Standard Ray TracingThe solution

the fraction of statistically meaningful samples, decreasing tf0C€€ds as in the previous example, except for two changes.
variance of the results or the number of required photon bundlE¥St: the local scattering source must be attenuated by absorption

to achieve a given variance. Here all calculations were carried dlit!"€ direct beam, and E¢24) becomes

until the variance fell below 2 percent of the calculated flux, and oQ 2 dz
the necessary number of bundles is also included in the figure. For I,(ri,—8§)= WE f g (ktogz -
the chosen variance abou4.0® bundles are required for large Iz 2

acceptance angles, rising to 5420° for 6,,,=10 deg. Results ® e B1j_ g~ Bz
are difficult to obtain foré,,,,<10 deg. Similar remarks can be = 1.7RC E , (25)
made for detector area: as the detector area decreases, the neces- m i Szj

sary number of bundles increases. Modeling a more typical det§ghere » and 8 are scattering albedo and extinction coefficient,
tor 1 mmXx1 mm in size would al_most be |mp055|ble. _ _respectively. And again, an absorption lenthis chosen, and the

_ In a Backward Monte Carlo simulation, since no dlr'ect radiasddition in Eq.(25)is stopped as soon as the total path reathes
tion hits the detectorxp>R), the scattered irradiation is calcu-or the bundle leaves the layéwhich ever comes first

lated from Eqgs(16) and (15) with gco=Q/7R? as

Backward Monte Carlo—Energy PartitioningAgain, the

oy scattering source must be attenuated as in(#g), but the expo-
— &)= P o V4 _ ’ ! . . 8 i -
In(ri,—%) J04772R2e H(R=r(1")dl’, (23) nential attenuation term in Eq16) must also be retained. Thus,
. . . . I
wherel consists of a number of straight-line segments, for which . oQ 1)~ , ,
. - . . Ia(ri,—§)= e “H(R—r(I")dl", (26
dlI’=dz'/cosé, andH is Heaviside’s unit step function. There- (=8 =7 2me o (R=rd") (26)
fore,
where the integrand contributes only where the source is active
| o oQ E 2 wszd_z (r=R), but attenuation of the bundle takes place everywhere
n(ri, —§)= 47°R? /. € Syj (I"=total distance along path fromtor’). The rest of the simu-
Y lation remains as in the previous case. Results are summarized in
Q e osij— e 05 Table 1. As expected, if standard ray tracing is employed, the
= 4m2R2 EJ: S, ) (24)  number of required bundles grows exponentially if the absorption

coefficient becomes large, both for forward and backward Monte
wheres,;=cos¢; is the z-component of the direction vector forCarlo. While backward Monte Carlo retains its advantégeeed,
thej" segment, and,j andz,; are thez-locations between which the forward Monte Carlo simulation for, =5 m~ ! could only be
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Table 1 Comparison between four different Monte Carlo implementations to
calculate irradiation onto a detector from a collimated source

Forward MC— Forward MC— Backward MC— | Backward MC—
KL Standard Energy partitioning Standard Energy partitioning
Quet/Q [NX1076] Quer/Q [NX107%] Qqet/Q |Nx1070 Que/Q |Nx10-6
09.22x10-%| 512 [9.22x107%| 512 [9.17x107°| 0.02 |9.17x107%| 0.02
12.66x10°6 512 [2.70x107% 512 [2.56x107%| 0.08 (2.59x107%| 0.02
5 [2.54x1078[16,384* [2.93x1078| 512 [2.77x1078| 5.12 [2.79x1078} 0.02

*Variance of 5% (all other data have variance of 2%)

carried out to a variance of 5 percgnthe relative growth of \yhere ther,, areM random locations chosen uniformly along path
required bundles appears to be worse for backward Monte Cailo.  Results for detector flux as function of scattering coefficient
If energy partitioning is employed, the number of bundles remaigge shown in Fig. 4.

backward Monte Carlo. to achieve a relative variance of 2 percent is much smaller for the
backward Monte Carlo method, as expected, since the volume

Isotropically Scattering, Nonabsorbing Medium With Inter- ~ With secondary scattering.e., the Sources,) is relatively large,
nal Point Source. In a final example a point source of strengti?nd the detector is small. However, @sincreases, the size of the
Qo=100W, located aky,=Yy,=0, z,=0.5L will be considered Secondary scattering volume decreases, and backward Monte
for a purely scattering medium. Again, flux hitting the detectdrarlo becomes less and less efficient. For both methods iayge
will be compared using forward and backward Monte Carlo metfpéan smallet, ;, leading to increased tracing effort for each
ods. individual bundle. Numerical integration via E(®8) was gener-

The forward Monte Carlo simulation is almost identical to tha@lly much more efficient than Newton-Cotes quadrature, Wth
of the first example, except that all photon bundles are now emit.1 usually being sufficientsince the integral is evaluated so
ted from a single point, but into random directions. In the backany times). However, for large; this method became ineffi-
ward Monte Carlo simulation, the detector flux again consists of@nt, requiring many photon bundles to achieve a 2 percent rela-
direct and a scattered component and, again, the direct comporig variance. In additionall methods became inefficient far,
is zero, this time because all direct radiation hits the detector at &0 m .
angle larger than the acceptance angle. [Thare then found from

Egs.(21) and(16) as Summary
o e—odro-rl A comprehensive formulation for backward Monte Carlo simu-
Ih(ri,—$§)= # Z f —dl’, (27) lations, capable of treating emitting, absorbing and anisotropically
(A Lo Iro=r] scattering media, media with diffuse or collimated irradiation

where thel,; are the straight paths the bundle travels betwed}yith large or small footprints media with point or line sources,
scattering events. Equatid@7) must be integrated numerically, €1, has been given. The basic backward Monte Carlo simulation
and this can be done using a simple Newton-Cotes scheme; h%fﬁéNalters and Buckiug3] was reviewed and was extended to
no optimization of the quadrature was attempted, except that&lloW for collimated irradiation, point sources, and other sources
away from the source—the number of integration points w. small volume/area and/or small solid angle range. In addition,
minimized for smalll,, (large o). Alternatively, the integral can '€ method was extended to allow standard ray tratbogdies of

be obtained statistically from fixed energy)s well as energy partitioningpundles attenuated by
absorption). Sample results for radiation hitting a small detector
~ oQ [y e oslo=rnl show that forward Monte Carlo methods degrade rapidly with
In(ri,—§)= 1672 j ™ — W (28) shrinking detector size and acceptance angle. Backward Monte

Carlo, on the other hand, is unaffected by detector size, but re-
quires a relatively large radiation source, which—in the case of
collimated irradiation or point sources—needs to be created arti-
ficially by separating direct and scattered radiation. Even for rela-

10
SEOS T " Forward Mone Carlo. 1 tively large detectors/opening angles, using backward Monte
a ®  Backward Monte Carlo ] |4 Carlo can result in several orders of magnitude lesser computer
[ —_—— {10 .
4E-05 | ] 5 effort, and becomes the only feasible method for very small de-
[ ¢ tectors. Similarly, using energy partitioning in strongly absorbing
t media also reduces numerical effort by orders of magnitude for,
Q;‘E~05 < both, forward and backward Monte Carlo simulations.
< 2
% =]
3 £
V.05 < Nomenclature
2 A = area, M
isosh 3 | = radiative intensity, W/rhsr
| = geometric length, m
A = unit surface normal
i L PRI T N 3 =
0 o 4 3 : 700 N = number orf] phoftlon bunrg]les
Scattering coefficient 5, m" q= radlfa_tlve eat flux, W/
r = position vector
Fig. 4 Detector fluxes and required number of photon bundles R = random number
(to achieve relative variance less than 2 percent ) for one- § = unit direction vector
dimensional slab with internal point source S = radiative source, W/fsr
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Surface Energy Variation Effect on
the Onset of Thermocapillary
., | Instability of a Thin Liquid Layer
s | Heated from the Side

Princeton, NJ 08540
A general interfacial energy balance equation taking into account surface energy varia-

Kang Ping Chen tion is derived for viscous two-layer flows. Application of this interfacial energy equation
e-mail: k.p.chen@asu.edu to a thin liquid layer heated from one side using a one-layer model shows that thermocap-
Department of Mechanical & Aerospace illary induced surface energy variation has a tendency to stabilize the system, resulting in
Engineering, an increase in the critical Marangoni number for the onset of thermocapillary instability.
Arizona State University, Thermocapillary induced surface energy variation tends to decrease the temperature of
Tempe, AZ 85287-6106 hot surface spots and increase the temperature of cold surface spots through an absorb-

release mechanism. This absorb-release mechanism increases the free surface’s capability
to convect thermal energy from hot spots to cold spots and thus redistributes the distur-
bance energy evenly across the free surface. This new stabilizing effect becomes stronger
at high surface temperature and at high surface dilatation rate.
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Keywords: Convection, Film, Heat Transfer, Instability, Interface, Surface Tension

1 Introduction ties for a thin liquid layer heated from one side. The analysis
. . . o . shows that surface energy variation has a tendency to stabilize the
Thermocaplllary convections in thin liquid layers subject to a stem, causing a non-negligible increase in the critical Ma-
temperature gr.adlent.normal or paral!el to thellayer r]ave be; goni number for the onset of thermocapillary instability in this
studied extensively since t_he pioneering experiments Of?&é_ system. No influence on the direction of propagation of the dis-
[1]. Block[2] showed experimentally that if the liquid layer is thiny ipance waves is found, however. A mechanism for the stabiliz-

enough(thinner than 1 mm), the convective motions observed By effect of surface energy variation will also be explored.
Benard in a thin layer heated from below were actually driven by

the surface tension gradient due to the variation of surface tension

with temperature, and not by the thermal instability of a heavy

fluid on top of a light fluid analyzed by RayleigB]. The mecha-

nism for the classical Beard-Marangoni convection of a thin . .

static liquid layer with a free surface heated from below or cooled INterfacial Energy Balance Equation for Two-Layer

from above was analyzed by Pear§dh When a random hot spot Flows

appears at the free surface as the temperature is disturbed, surfaqge general interfacial energy balance equation at the interface
tension, which usually is a monotonically decreasing function gfetween two immiscible viscous fluids can be derived following
temperature, pulls fluid away from the hot spot in all directiongoseph and Renardy]. For a regionV enclosing the fluid-fluid

To conserve mass, hotter fluid directly beneath the hot spot wiiterface, (see Fig. 1), the equation of energy balance in integral
rise to replace old colder fluid and heat up the hot spot evésrm can be written as

further. Thus, if the vertical temperature gradient is large enough,
the hot spot will be maintained, and consequently the disturbanc

2

will start a circulatory motion in the form of the well known _— +& d +i usds
. . . ' p|le v

Benard cells. Smith and Davigs] extended the problem to in- 2 dt Jx

clude temperature gradients in both directions, parallel to the free

surface anq norma! to the free surfape. They idfentified two types _ _f q_nlzdSJrf u,tdSJrf pu-ng+J’ or-usdl
of instabilities, one in the form of stationary longitudinal rolls and w o v g3

the other in the form of traveling hydrothermal waves.

Classical theories, however, ignored the effect of surface energy @)
variation due to thermocapillarity in the interfacial energy balance ) ) o ) o »
equation. Cheli6] showed that this thermocapillary-induced surWherep is the fluid densityu is the fluid velocityeis the specific
face energy variation effect can have a measurable influence iBfgrnal energy of the fluidJ® is the surface internal energy per
the critical Marangoni number for the onset ofried convection Unit area(surface specific internal energyj is the heat flux vec-
cells at room temperatures. In this paper, we will first derive dff, andt is the tractionV,, V,, V(V=V,;+V,) are the control
interfacial energy balance equation applicable to general two-lapéfumes with boundariesV,, dV,, JV, respectively.s is the
flows. We will then examine the effect of thermocapillary-inducedterface betweel, andV,, andny, is the outward unit normal

surface energy variation on the onset of thermocapillary instabip@inting from 1 to 2 at the interfaces the unit tangential vector
of 3 at %, andus is the velocity of the interface.

Contributed by the Heat Transfer Division for publication in th®URNAL OF Application of the divergence theorem, surface divergence

HEAT TRANSFER Manuscript received by the Heat Transfer Division March 5, 2002§heore.m as \_Ne" as surface transport theor@mephv[S]) to
revision received September 17, 2002. Associate Editor: G. P. Peterson. equatlon(l) gives
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>

N,

Fig. 1 Control volume with an interface.  V,, V, are two mate-
rial volumes with surfaces @V;, dV, and an interface . in be-
tween. 4% is the boundary of 3. n,, n, are outward normal
vectors on @V, and @V, respectively. n,, is the normal vector
on 3 pointing from 1to 2. 7 is a tangential vector of 3 on 3.

)

d

Pt
|u[?

—L{—m > +[[Q]]-n12—[[U-Tn1ﬂ]]d2

d Dsﬂ'
g s_ e
dt L(U o)dx L Dt

u 2
e+ % +divg+div(Tu)—pu-g|dV

e+

ds
)

_U'V”(T_ZHO'UE'an

wherem is the mass flux across the interface,
M= p3(Us —Uz) - N1p= po(Us —Up) - Ny5. 3
The jump in any physical quantity across the interfac& is
defined as
[[f1]=f—f5, (4)

wheref, is the property of fluid 1 a&, f, is the property of fluid
2 at X, respectivelyT is the Cauchy stress tensor, and & the

Equation(9) is the general interfacial energy balance equation for
two-layer flow of immiscible fluids.

A special form of the interfacial energy balance equation was
obtained by Chef6] for thermocapillary flows. For thermocapil-
lary flows, surface tension depends on temperature omyr(6),
the thermodynamic relation between the surface specific internal
energy and temperaturélirschfelder et aJ9])

d (0’ do
de\ ¢ deé
can be used to further simplify the interfacial energy equat@n
to

US=—¢? ):0'—0 (10)

lu—us|?
([all-n=m e+ — F[(u=uy)-Tny,l]
d?0c D¢ do

Vii-us . (11)

9@ ot de
When there is no interfacial mass transfer=0, u=uy , the in-
terfacial energy balance equation for thermocapillary flow be-
comes

d’0c Ds#  do
(Lall-nio= =0 5= 0gg Wi 12)
Equation(12) shows that the heat flux across a fluid-fluid interface
is not continuous if surface energy varies with temperature. The
first and the second terms on the right-hand-side of(E2) rep-
resent the change of the surface specific internal energy with tem-
perature and the surface internal energy increase due to surface
dilatation, respectively. Thus, the interfacial energy balance equa-
tion for a one-layer model for thermocapillary flow with no
condensation/evaporation is

B adZO'DSH 0d0’
aN="%4 Dt “de

where h is the thermal conductance of the surfagg, is the
ambient air temperatur€), is the prescribed heat flux across the
surface. In contrast to the classical theories, the interfacial energy
balance Eq(13) shows that, in general, thermocapillary convec-
tions depend on the absolute temperature of the interface, not just
the temperature difference across the liquid layer as in the classi-

V||~U+h(0— Oair)+Q0a (13)

sum of the mean curvature of the interface. The surface convea theories. The thermodynamic state of the interface plays a role

tive derivative is

DS_ 1% v .

Dt E+U2' e (5)
and the surface gradient operator

Vi=V—=n(ng,- V). (6)

in determining the convection induced by thermocapillarity. In the
remainder of the paper, we will examine the surface energy varia-
tion effect on the thermocapillary convection for a thin layer
heated from one side.

3 Governing Equations for the Onset of Thermocapil-

Since V is arbitary, the interfacial energy balance equation iry Instability in a Thin Liquid Layer Heated From the

therefore given by

Ju?

DS
—m e+ —|| +[al]- o= [[u-Tnyp]J+| 5o (U= o) —u

SO'
ot U We

D
Wi(Us=0)+ V- [(U®~ U)Uz]] -

=0.

—2Ha'u2-n12

@)

The interfacial momentum balance equationJdsseph and Re-

nardy,[7])
m[[u]]-i-ﬂT]]nlz:V”O'-i-ZHO'an (8)

Inner product(8) with us and subtract the result frof7) gives

lu—uyl|? T D.US
> +[[(u—us)- nlﬂ]+ﬁ

+(ug—u)- Yy (Us=0) + (U= o)V - Us .

e+

[[a]]-np=m
9)
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Side

Consider the thermocapillary flow of a thin liquid layer heated
from the side with a constant temperature gradiert/dx
=—b(<0) imposed parallel to the lay€Fig. 2). The thin liquid
layer has a mean depth dfand is bounded by passive gas at the
top and an insulating solid plane surface at the bottom. The film
thicknessd is much larger than the mean free path of the liquid
molecules so that the continuum approximation holds. At the
mean time, the film is thin enough so that surface tension force
dominates over the gravitational for@ender normal gravitational
field, this requires the film to be thinner than 1 mrhhe liquid is
Newtonian, incompressible with a constant dengitydynamic
viscosity u, kinematic viscosityv, thermal conductivityk, ther-
modiffusivity x, and unit thermal surface conductarftelTo sim-
plify the analysis, the liquid-gas interface is assumed to be non-
deformable. This assumption is justified when the crispation
numberC= ux/do, which is a measure of the deformability of
the free surface, is vanishingly small. Deformability of the free
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Air A . 1_
7 =Uu'(1)z+ ElJ"(l)(szz), (15)
Hot Cold — —
‘ . =w=0, (16)
Free surface pPe=u"(1), (17
d Liquid u(z) - _ _ 1_
6= —u’(1)x+ Mau’(l)[z—4U”(l)(1—Z4)

T 7T 7ol 77777

1 _ _
+—[U’(1)—U”(1)](1—23)], (18)
Fig. 2 The configuration of the one layer system horizontally 6
unbounded. A constant temperature gradient is imposed in the where
positive x direction. Surface tension gradient drives the fluid to
mo:(/_tle in the direction shown with a linear basic state velocity U’(l): 1, U’(1)=O, 19)
rotile.
P corresponds to the linear flow solution, and
) 4 u'(1)=1, u"(1)=15 (20)
Alir Z
_ corresponds to the return flow solution.
Free Surface 7/" Y To study the hydrodynamic stability of the basic states, we per-
Liquid _ d / turb the velocity field, temperature field and pressure field to
Hot u(z) Cold o
23 y L/ G (u,o,W)=(Uu+u,v+v,W+Ww), (21)
/0 R 0=0+9, (22)
L
p=p+p, (23)
Fig. 3 The configuration of the one layer system horizontally . . .
bounded (d/L<€1). A constant temperature gradient is imposed where overbars stand for the basic state quantities and tilts stand
in the positive x direction. Surface tension gradient drives the for the perturbation quantities. To study the onset of instability, we
fluid to move in the direction shown. A parabolic basic state assume that these perturbations are infinitesimally small, and the
velocity profile approximates the core region away from the governing equations can be linearized to obtain the linearized per-
ends when the aspect ratio  L/d is very large. turbation equations. We will only list the dimensionless linearized

interfacial energy balance equation for the perturbations here,
since all other equations are standard and can be found in, say,

surface has relatively small effect on thermal instabi(@mith Smith and Davig5]. The dimensionless linearized interfacial en-
[10]), particularly for finite wavelength disturbances. Surface a&'%Y balance equation for the perturbation field is

formability introduces an additional instability mode in the long EY I 2nd
wave range, and this type of instability is excluded by the non- (9—+Bi0= K
deformable assumption used here. The two basic state considered z M
here are the linear flow and the return flokigs. 2, 3). The linear where the dimensionless paramefeis given by
flow models an unbounded thin layer and the return flow approxi- 5
mates the flow in the core region of a thin layer confined in a large r— Ooy o5
aspect ratio slotFig. 3). T opk (25)

For most common fluids in mild temperature range, surface ) o
tension varies nearly linearly with temperature. Thus, the surfa@dich measures the importance of the surface energy variation

tension temperature relation is frequently approximated as a linéife to surface dilatation relative to the energy conducted to the
function: surface from the bulk.

The second term in the bracket on the right hand side of the Eq.
o=0y—y(0—06y), (14)  (24) prevents the use of normal mode, since its coefficient is a

where ¢, is a reference temperature ang is the value of the function ofx. However, if
surface tension at this reference temperature. In the dynamic ther- K
mocapillary layer problem considered in this stuély,s the basic X< ———0,
state free surface temperaturexatO0 andoy is the surface ten- y*bdu'(1)

sion at fp, y=—do/d6f at =6, and y is positive for most the second term in the bracket on the right hand side€24f can
common fluids(examples for whichy is negative include ethyl pe peglected and the normal mode decomposition can be used.
p-azoxybenzoate, and ethyb-ethoxybenzalamine-methyl-  condition (26) limits the approximation to situations where the
cinnamate, see Harkingl0]). liquid layer depth is small or the surface temperatégds large.

The governing equations are the continuity equation, the idmder this approximation, the linearized surface energy equation
compressible Navier-Stokes equations, and the energy equatigp.the perturbation becomes

Since the liquid layer considered is very thin, gravitational effect
is neglected in the formulation. Length, velocity, temperature dif- ~ Iw
ferenced— 6, (6, is the free surface temperaturexat 0), time, =7 TBio=I—. (27)
pressure, surface tension are scaled wiithybd/w, bd, w/yb,

¥b, 0q. The controlling parameters are: Marangoni number Ma The normal mode equations can be obtained by writing
=ybd?/ ux, Prandtl number Pr#/x, and Biot number Bi T(x,y,z)=U0(z)e'® ™~ with « being the wave number in the

w 24
= (24)

u'(1)x

(26)

=hd/k. x direction, 8 the wave number in thg direction, andé the

The dimensionless linear and return flow solutions of the bagjtowth rate of the disturbances. Other perturbation quantities are
state are given bySmith and Davis[5]) decomposed into similar normal modes. If the imaginary pad of
Journal of Heat Transfer FEBRUARY 2003, Vol. 125 / 65
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Table 1 The value of TI'/y?=#0,/uk for Organic compounds at normal temperature

Organic compounds

Dynamic viscosity Thermal conductivity
) k 0£/,uk
Material (6,) (dyne-cm?) (X10*erg-cm s K1) (dyne 2cm?°K 2

Acetaldehydg20°C) 0.0022 1.71 7.788
Acetone(15°C) 0.00337 1.90 4.576
Allyl alcohol (30°C) 0.011 1.80 1.53
Benzeng(20°C) 0.00652 1.58 2.84
Benzeng(60°C) 0.00392 1.51 5.63
Ethyl alcohol(20°C) 0.012 1.67 1.46
Ethyl iodide (30°C) 0.00543 1.11 5.03
Heptaneg(30°C) 0.00386 1.40 5.60
Hexane(50°C) 0.00248 1.37 9.5
Pentang20°C) 0.00240 1.35 9.04
Propyl chloride(40°C) 0.00291 1.25 8.6

is greater than zero, random disturbance will grow with time arfdr the onset of thermocapillary instability. A cylindrical coordi-
the system is unstable to infinitesimal disturbances. Disturbanuate in thea and g8 plane is introduced:
equations in normal-mode form are:

a=r-CcoS¢, (38)
Ma_ Ma Ma _ .
2 (24 BV —ig—U+ti — Slu=iad+ — DU =r-sin¢, 39
D2—(a?+p%) —ia5-u+i o |i=iap+ S-Duw, B ¢ (39)
(28) where
Ma_ Ma |, R _[2 2
[Dz—(a2+ﬁ2)—iaﬁu+iﬁ5 0=igp,  (29) r=ya'+p, (40)
tang= Bl a. (412)
DZ—(a2+B2)—ia&iU+i %5 Ww=Dp, (30) At each wave propagation angls, we ch_ange over aII_wa_ve
Pr Pr numbersr to find the smallest Marangoni number in this fixed
) o o — A —. —. direction. Because there is a symmetry aboutxtaxis, we only
[ D?~(a®+ %) ~ia Mau+i Ma 5] 6=Ma 6,0+Ma oW, need to consider 0 deg¢$<180 deg.
1) The effect of the surface energy variation on the thermocapil-
DW+ial+iB80=0, (32) laryinstability is controlled by the parametér I'=0 corresponds

to the classical theories where no such effect is considered. In
Table 1 and 2, values df/y? for some organic and inorganic
compounds at representative temperatures are listed. To obtain the

where the differential operatdd =d/dz. The boundary condi-
tions in normal mode forms are:

atz=0, . N value forI’, the value of surface tension temperature gradjeist
u=v=w=D0§=0; (33) neededI'=0.0176 for water at 20°C, arid=0.074 for acetone at
atz=1, 20°C. Since the value df is directly proportional to the surface
Ww=0, (34) temperature, it is not entirely unreasonable to use the values of
R I'=0.1, or 0.2 in our calculation for the purpose of illustrating the
DU+ia6=0, (35) effect of surface energy variation.
R - The stability of the linear flow is considered first. At small
Dv+iB6=0, (36) Prandtl number, the disturbance takes the form of span-wise

- -~ . (¢~90 deg)traveling hydrothermal wavéSmith and Davis|5]).
Do+Bio=I"Dw. @37) Figure 4 shows that the minimum Marangoni number occurs at
A Chebyshev collocation metho@rszag and Kell§11]) is ¢=83 deg,¢=97 deg for Pr=0.5, Bi=0. Figure 4 clearly shows
used to discretize the system of ordinary differential equatiori§iat surface energy variation has a stabilizing effect on the system

and the resulting generalized matrix eigenvalue problem is solvitth the critical Marangoni number being raised from 20.04 for

using IMSL's eigensolver. The numerical code is fully validated’ =0 to 20.27 forl'=0.1. There is no change in the propagation

by reproducing the results of Smith and Daj&g. angle for the most dangerous disturbance, however. There is also
a symmetry about the axis=90 deg. This symmetric property of

4 Results and Discussion the neutral stability curves holds for both the linear flow and the
return flow to be considered next.

Since the Squire’s theorem does not hold for this problem When the Prandtl number is large, the disturbance takes the
(Smith and Davis|5]), three-dimensional disturbances have to bierm of longitudinal rolls(Smith and Davis[5]). Figure 5 shows
considered. With fixed values of Pr and Bi, there is a minimurhat when Pr=«, B0, the most dangerous angle is 90 deg. At
Marangoni number corresponding to a particular paieand 8 ¢$=90 deg, the critical Marangoni number is 15.48 fo£0, and

Table 2 The value of TI'/y?=8,/uk for Inorganic compounds at normal temperature

Inorganic compounds

Dynamic viscosityu Thermal conductivityk 9£ | uk
Material (6,) (dyne-cm?) (x10*erg-cm 15 1°K™1) (dyne 2 cn°K ~?)
Water (20°C) 0.01 5.97 0.49
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0 45 920 135 180 Fig. 6 The effect of the parameter I' on the minimum Ma-

rangoni number at each direction ¢ for the linear flow solution

. - with Pr=1, Bi=0. At ¢=0 deg, 180 deg, Ma .=20.67, for I'=0,
Fig. 4 The effect of the parameter I' on the minimum Ma- and Ma,=21.09, for I'=0.1, Ma,=21.50, for ['=0.2.

rangoni number at each direction ¢ for the linear flow solution
with Pr=0.5, Bi=0. At =83 deg, 97 deg, Ma ,=20.04, for I'=0,

and Ma;=20.27, for I'=0.1. mum critical Marangoni number from 273.76 to 275.16 for the

most dangerous angles 20 deg and 160 deg wWhenincreased
15.68 for'=0.1. At ¢=0°, the critical Marangoni number is from 0 to 0.1.

20.63 forI’'=0 and 21.07 fol’=0.1. The physical mechanism of the stabilizing effect due to surface
As stated by Smitf12], there is a narrow range of Prandtienergy variation can be explored with the aid of Fig. 9. Figure 9 is
number around 1, for which the preferred mode takes the form afsketch of the instantaneous streamlines of the disturbance flow,
stream-wise traveling wave. In Fig. 6, our calculation shows thathich is periodic in the horizontal direction. Since the surface is

¢=0 deg corresponds to the minimum Marangoni number. Siné@n- -deformablew=0 everywhere along the free surface. Fluids
there is a symmetry aboup=90 deg, »=180 deg also corre- are pulled away from the hot spot A and driven towards the cold
sponds to the minimum Marangoni number. This means that tBeot B. To conserve mass, fluid underneath the hot spot A move
preferred mode travels both upstream and downstream at the satpeard toward point A, and the fluid underneath the cold spot B
time. The critical Marangoni number increases from 20.67 fanove downward away from point B. Thusy/dz <0 near point
I'=0 to 21.09 forl'=0.1, and to 21.50 foF =0.2. Surface energy A and dW/dz>0 near point B. The linearized interfacial energy
effect, however, does not change the direction of propagation llance for the disturbance in normal mode fdii). (37)) is:
the most dangerous mode. A N

Similar stabilizing effect due to the surface energy variation on Dé+Big=IDw. (42)
the onset of instability for the return flow solution is also obThe sign of the second term on the left-hand side of the equation
served. In Fig. 7, the critical Marangoni number as a function ¢ positive at the hot spot A, and negative at the cold spot B.
the propagation angle is plotted for Pr=1, Bi=0. The most Physically, the second term on the left-hand sidé@ represents
dangerous angles are 55 deg and 125 deg. There is an increagh@furface heat loss/gain to/from the environment. The environ-
0.85 in the critical Marangoni number whéris increased from O ment obtains energy from the hot spot A and feeds energy to the
to 0.1. In Fig. 8, similar stabilizing effect is observed when theold spot B through heat conduction. This cooling/heating mecha-
Prandtl number is increased to 10, with an increase in the mini-

22 ‘ 220
21
5 200
£ 20 k>
E £ 180
£ 2
= 160
18 S
g 2
5 17 g 140
= >
16 120
15 1 1 L 100 1 1 ]
0 45 90 135 180 0 45 90 135 180
¢ ¢
Fig. 5 The effect of the parameter I on the minimum Ma- Fig. 7 The effect of the parameter I on the minimum Ma-
rangoni number at each direction ¢ for the linear flow solution rangoni number at each direction ¢ for the return flow solution
with Pr=o, Bi =0. At ¢=90 deg, Ma_.=15.48, for I'=0, and Ma, with Pr=1, Bi=0. At ¢=55 deg, 125 deg, Ma ,=116.01, for I'=0,
=15.68, for I'=0.1. and Ma .=116.85, for I'=0.1.
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Fig. 8 The effect of the parameter I' on the minimum Ma-  Fig 10 The neutral stability curves for the linear flow solution
rangoni number at each direction ¢ for the return flow solution with Pr=1, Bi=0, at the most dangerous directions $=0 deg,
with Pr=10, Bi=0. At =20 deg, 160 deg, Ma ;=273.76, for I'=0, 180 deg. The stabilizing effect of T increases with the wave
and Ma,=275.16 for ['=0.1. number

nism from the environment thus has a tendency to stabilize the "€ above mechanism for the stabilizing effect of the surface
system. Because the new dimensionless pararfietea positive €Nergy variation due to thermocapillarity shows that surface en-
constant, the surface energy variation term on the right hand sRf@y variation will have a stronger stabilizing effect if the system
of (42) is negative near point A, and positive near point B. Sincg@s stronger upflow or downflow, which corresponds to a larger
the surface energy variation term on the right hand sidé4f stretch_lng or shr|n|_<|ng rate of the mt_erface. This can be seen
always have the opposite sign to the second term on the left hdf™ Fig. 10 and Figure 11. The two figures show that, for both
side, surface energy variation has the same stabilizing effect &¢ linear flow and return flow, the stabilizing effect increases
the system. with wave number. The reason for this is that large wave number
The simple fact that surface energy increases with temperatgreésponds to circulation cells with decreasing width, which
means that the surface absorbs energy at high temperature I¢@dUrn means stronger vertical velocity disturbance, and as a re-
tions and releases energy at low temperature locations. Thus, $H& the stabilizing effect of the surface energy variation will be
physical origin for the stabilizing effect of the surface energ$tronger. Figures 12 and 13 show the stabilizing effedt oh the
variation due to thermocapillarity is that the free surface absori@ear flow and the return flow as a function of Prandtl number.
energy in the region where there is an upflow, which corresponage stabilizing effect is stronger when Prandtl number is greater
to a hot spot at the free surface where the free surface is stretctbgn 0.1. . . .
and releases energy in the region where there is a downflo_w,The free surface in the _base state is p_Ianar for_ the case studied
which corresponds to a cold spot at the free surface where fi@dhis paper. Thus, there is no surface dilatation in the base state.

surface shrinks. In other words, the surface energy variation of tdéhen there is surface dilatation in the base state, an additional

free surface tends to decrease the temperature of the hot spot &g 7Vii - U will appear at the right hand side when the surface
increase the temperature of the cold spot through an absoffergy balance equatiofi3) is linearized, wherev,-U is the
release mechanism. As a result, the surface energy variation h&s'gace dilatation of the base state ahid the surface disturbance
tendency to suppress temperature disturbance at interface and {@{dPerature. If surface dilatatid - U is strong, which can occur
has a stabilizing effect. The paramefeiis a measure of the ca- when the convection slot is not shallow, then this extra term could
pability of the free surface to absorb/release energy. Sihie

directly proportional to the base state temperature of the free su~ 339

face, the free surface can absorb more energy at a hot spot a
release more energy at a cold spot at higher base state surfe 320 L
temperature. Thus, the new stabilizing effect due to surface ener 5
variation is stronger at larger values Ibf £
E 310
=)
Cold Hot £ 300 |
&b
B A g
> 4 < yy > 5 290
’ p>
280
270 -
1.5 2 2.5 3 3.5 4
Wave number
/ /S Fig. 11 The neutral stability curves for the return flow solution
with Pr=10, Bi=0, at the most dangerous directions ¢$=20 deg,
Fig. 9 Sketch of disturbance flow streamlines. Arrows indicate 160 deg. The stabilizing effect of I increases with the wave
disturbance flow directions. number.
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energy from the system in the region with an upflow, which cor-
responds to a hot spot at the free surface where the free surface is
stretched, and release energy in the region with a down flow,
which corresponds to a cold spot at the free surface where the free
surface shrinks. This absorb-release mechanism redistributes the
disturbance energy evenly across the interface. As a result, higher
disturbance energy is required to destabilize the system.

Nomenclature

= fluid density
fluid velocity
= specific internal energy of the fluid
\ U~ = surface internal energy per unit
area(surface specific internal en-
10 100 ergy)
Pr g = heat flux vector
t = traction

Vi, V,, V(V=V;+V,) = the control volumes with bound-

ariesdVy, dV,, dV, respectively

3, = interface betweeV; andV,
380 niy, = outward unit normal pointing from
1 to 2 at the interface
7 = the unit tangential vector a at
3
us = the velocity of the interface
h = thermal conductance of the surface
0. = ambient air temperature
Qo = prescribed heat flux across the sur-
face
mass flux across the interface
= dynamic viscosity
kinematic viscosity
thermal conductivity
thermodiffusivity
ukldo, the crispation number
0, = the basic state free surface tem-

10 100 perature ak=0

Pr o = surface tension

Fig. 13 The stabilizing effect of T on the critical Marangoni oo = the surface tension b,
number corresponding to the most dangerous direction as a y = —dal/dé at 6= 0,
function of the Prandtl number for the return flow with Bi =0 Ma = ybd? uk (Marangoni number
Pr = v/k (Prandtl number)
Bi = hd/k (Biot number)
contribute strongly to the stability problem. This aspect of the I = 6y uk
surface energy variation effect has not yet been investigated.

Critical Marangoni number
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Fig. 12 The stabilizing effect of I’ on the critical Marangoni
number corresponding to the most dangerous direction as a
function of the Prandtl number for the linear flow with Bi =0
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Heat Transfer of Impacting Water
Mist on High Temperature Metal
Surfaces

N. S()z[]ir1 Experimental studies were conducted to reveal the heat transfer mechanism of impacting
water mist on high temperature metal surfaces. Local heat transfer coefficients were
Y. W. Chang measured in the film-boiling regime at various air velocities and liquid mass fluxes. The
test conditions of water mist cover the variations of air velocity from 0 to 50.3 m/s, liquid
S. C. Yao mass flux from 0 to 7.67 kgfs) and surface temperature of stainless steel between 525°C
g-mail: scyao@cmu.edu and 500°C. Radial heat transfer distributions were measured at different liquid mass
fluxes. The tests revealed that the radial variation of heat transfer coefficients of water
Department of Mechanical Engineering, mist has a similar trend to the air jet cooling. At the stagnation point, heat transfer
Carnegie Mellon University, coefficient increases with both the air velocity and the liquid mass flux. The convective air
Pittsburgh, PA 15213 heat transfer is consistent with the published correlation in the literature. The heat trans-

fer contribution due to the presence of water increases almost linearly with the liquid
mass flux. The total heat transfer coefficient can be established as two separable effects,
which is the summation of the heat transfer coefficient of air and of liquid mass flux,
respectively. This study shows that with a small amount of water added in the impacting
air jet, the heat transfer is dramatically increased. The Leidenfrost temperature under
water mist cooling was also measured. The Leidenfrost temperature increased with both
the air velocity and the liquid mass flu{.DOI: 10.1115/1.1527913

Keywords: Boiling, Cooling, Droplet, Heat Transfer, Sprays

Introduction ham and Ramadhyafil], Lee et al[2] and Yang et al[3]. How-
ellver, studies of mist impingement on surfaces at high temperature
I

Traditionally water sprays have been used extensively in m m boiling regime are limited. Pederséa] studied water drop-

allurgical industries for the cooling of high temperature metals

film boiling. Sprays are made of large drops, in the order of 1 . oo i
um or larger, and operated at high mass flux to give high heg 0 um droplets showed that the approaching velocity is the ma

transfer rates. However, the heat transfer distribution frequentlyl%r rg?ur?emﬁéir r?}?:g:'g%ggf glrt]athhez?tt:;n;;err ér;gitg?]t ds[l{@‘iggr?? tem-
not uniform and water utilization efficiency is low. P :

Recently, more and more industrial processes use water misth(JerSt'g"jltecj an impacting spray experimentally. An impulse-jet

cooling. Water mist contains small droplets, in the order of or Ie%gu'd spray system and a solid particle spray system were com-

ts impinging upon a heated surface at 1800°F. His data of 200 to

than 100um. and carries co-flowing air which are entrained or ar ared. The effects of air convective were revealed. Nishio and
iy 9 im [6] reported the heat transfer of dilute spray impinging on hot

tuhseercéf(f)?; EatLOemr:Zea;tlci?énZ?eer gtaes?s frl]lg; :; r\:\i/a:]egsmslstr;ssl.or\]/\(l) v?g uFfaces. The report focused on the effects of the rebound motion
’ 9 prays, %74 sensible heat of droplets on heat transfer in the high tempera-

thhehwat?r mist prO\]/Jer.s reIa}zlvetl%/ unlformbhetlz;\t tretmsferdanq f||1 re region. A simple model was developed to predict the heat flux
Igh water usage etficiency. Furthermore, both water and air oyje; i, \tion of a dilute spray impinging on a hot surface. They
rates can be adjusted to provide a wide range of heat trans

> ; S5umed that the droplet number flow rate of the spray is small
variations. Due to these advantages, water mists are used pr Xt the heat transfer of each droplet is independent

ably for cooling of thin metal sheets and for tempering of glass at Ideally, for the impaction cooling of water mist at high surface

high temperature film b0|I|ng conditions. Water mists have "’.‘I.":t%mperature, the heat transfer contribution of air and water could
been_ _proposed for the cooling of electronics at nucleate bmhr& separable and independent. An attempt was made by Deb and
COR?'ttl'qon]fl' boil . the i tina drolets of wat . _Yao [7], who modeled the spray cooling by considering droplet
f i |{n 't?]l mgfreglrfne, e |mpﬁc Itng _ro(g) ef?_o Wﬁ er mlsEmpingement heat transfer and air convective heat transfer sepa-
wil-contact with surtace for a very short period ot Ume, 0Weverately. The overall heat transfer is considered as the summation of
the resu_ltlng heat transfer is S|gn|_f|ca_nt. The contact heat tran fitse two contributions in addition to radiation cooling. However,
mectr;latr;:sn"és |n|cIE[Jde trc]jet con\_/ecttl?ln in the layer of vlap?_r undtq{- experimental verification was reported in terms of parametric
neat f g rloa e sfan rantsuatnl o?dq?enertustrr:ucdea Ilort‘ a y of these factors to validate this idea directly. In the present
point of dropiet-surface contact. In additional to the drople COI%’tudy, experiments were conducted on stainless steel disks at the
tact heat transfer, there is radiation from the surface and conv?ﬁgh temperatures to verify these separable effects. Local heat
tion to the f'OW'.”g airon t_he surfaces. Due to the_ droplet-surfa(,EFa sfer coefficients were measured in film boiling regime. The air
contacts, material properties and roughness also influence the I? and water flow are controlled independently and the opera-

transfer. . N . tional conditions included pure air and water mist at different
When water mist cooling is applied to surfaces at low temperﬁ%

- ) guid mass fluxes. As a result, the air and water effects are re-
tures, nucleate boiling occurs. Many researchers have studied n

. - . Lled independently and parametrically. The Leidenfrost tem-
heat transfer at this condition. Typically, the recent ones are C':"i§e'rature was obtained at various air velocities and liquid mass

fluxes. Sozbir and Ya@8] investigated a water mist cooling for

Wisiting Assistant Professor from Sakarya University, Turkey ; : f . it i
Contributed by the Heat Transfer Division for publication in tt®UBNAL OF glass tempering eXpenmenta”y' Very hlgh velomty air jet im
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Fig. 1 Schematic of experimental apparatus

studied. The mist cooling demonstrates a definitive saving on tbmta Reduction
use of high-pressure air. When using mist cooling,

. L the energyThroughout the test, the heated plate was positioned horizon-
requirements of the system are significantly lowered.

tally. It was found that the heat loss at the backside is mainly the
. radiation. The temperature difference between the front side and
Experimental Approach the backside through the cooling transient was estimated to be

. . within 10°C. For a stainless steel plate of 1 mm thickness, the
Experimental Apparatus and Procedure. The experimental P

apparatus consisted of an air atomizer nozzle, air flow system,
liquid supply system, oven, test plate, and a data acquisition unit.
A schematic diagram of the system is shown in Fig. 1. The air
atomizer nozzle producing the mist flow is depicted schematically H
in Fig. 2(a). It consists of a commercial air-atomizing nozzle

(Spraying Systems Co., Air Atomizing, 1/8 J, Full Cone, Round D
Spray, and Spray Set-up No. SUllnd an air chamber. As

shown in Fig. 2(b), the chamber contains three air inlets and a

pressure gauge. Upstream of the water line is a solenoid on-off I
valve. At the bottom of air chamber, there is an opening of 7.9 mm
diameter. Typically, the air atomizer produces a solid cone of mist l

Solenoid valve

[ l Atomizing nozzle

P27 mm | —
// Pressure gauge

57 mm
>

AN

at a flow rate of 22.7 cAfmin (0.006 gpm). The droplet volume
median diameter is about 20m, when applied with 96.5 kPd4
psig) air pressure and 68.9 kR&0 psig)water pressure. The total 65 mm
spray angle was about 13 dEgj.

The schematic of water mist jet impingement is shown in Fig. ]
3. Before the experiments were carried out, the local flow condi- NN N \\
tions were measured at a distance of 40 mm from the nozzle. This 279 mm| | !
distance affects the air velocity and drop mass flux. The approach- Air inlets aside
ing velocity of impinging pure air was measured by TSI Air Ve- (a)
locity Meters(Velocicalc, Model 8345/8346 The total air supply
flow rate in the system was measured with a rotameter. The local
liquid mass flux,G, was measured directly using a small cylindri-
cal catcher. The total water supply flow rate in the system is mea-
sured with a rotameter.

The test plate was made of stainless st&3304)with 101.6
mm in diameter, and 1 mm in thickness. To minimize the effect of
surface oxidization, the test plates were cleaned with emery paper
and liquid cleaner before each test to remove the oxide deposi-
tions. Plates are changed regularly after a few tests. To measure
the temperature-time history of test plate during cooling, three
bare thermocouple wire€ype K) with 0.1778 mm in diameter
were spot welded to the backside of the plates. The wires are @57 mm
insulated using ceramic beads. The backside of the plate was in-
sulated with a shallow cavity at room temperature. The tempera- €37 mm
ture variations in time were recorded using a digital data acquisi-
tion system(SP 2030, DAS 08/EXP 16

At the beginning of the experiment, the test plate was heated to
an initial temperature about 815°C—-870{C500°F-1600°F in
the oven. The water mist from the nozzle was turned on and the
plate was taken out from the oven to put on the insulated cavity (b)
and underneath the shutter, which protect the plate from spray
impingement. After the shutter was suddenly removed by the agg. 2 (a) Schematic of experimental nozzle; and  (b) top view
tuation of an air cylinder, the mist impinged on the heated surfaa.the nozzle.

7777777
777

2 mm._

Air chamber

Air inlet

1/8 NPT

Pressure Gauge -
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Fig. 3 Schematic of surface impingement model for air con-
vection prediction Fig. 4 Experimental result of heat transfer coefficient at 500°C
to 525°C

from 0.05 to 0.11, therefore, it is reasonable to assume a lumpkansfer coefficient will be order of 0.85 percent. Combine this
condition to evaluate the surface heat flux, and the inversed céi@ta reduction uncertainty with the thermocouple reading uncer-
duction method was not necessary. Thus, the temperature migty, the overall uncertainty of heat transfer coefficient is in the
sured at the backside was used to represent the mean temper&{f#gF of 1 percent.

of the plate during a transient.

The data were taken at a time step of 0.02 seconds. Only
data between 525°C and 5000@hich is beyond the Leindenfrost A convection Cooling.  The experimental results of air con-
temperature and drops do not wet the surfare used to evaluate yecive cooling without droplets are compared with existing cor-
the heat transfer at various conditions. In fact, this temperatyifations at stagnation point in the literature. Although the heat
range is also important to the glass tempering and steel rollifdnsfer of laminar round jet has been reported by Incropera and
processes. Considering the negligible radial conduction over tRg, it [10]and Martin[11], the configuration of the nozzle used
thin plate a lumped system can be applied to any specific regipnsraham and Ramadhyafi] is most relevant to the present

during cooling. The average heat transfer coefficient was calclyy,qy. They reported the three-dimensional stagnation point Nus-
lated by selt number Ny, as:

MCy(dT/dt)=hA(T,,—Ta) +e02A(Ty—To) (1) NU, o= RePO @)

wherem is the disk massC,, is the specific heat of the disk,is
the convective heat transfer coefficieAtis the disk heat transfer
area at one sidd,, is the disk surface temperaturg, is the air
temperatureT is the surrounding temperatu¢ehich is close to
T.), € is the emissivity, andr is the Stefan-Boltzman constant. NUu, o=h, oD/Ky 3)
The value of emissivity used in the evaluation of radiation heat

transfer(from front and back sides of disks obtained from cool- Re;=VD/v 4)

ing tests without mist or forced air-cooling. Natural convectivevhereV is the air velocity at the exit of the jet.

cooling heat transfer is evaluated and use in (#gto deduce the  The variation of heat transfer coefficient with air velocity is
emissivity at this condition. Generally, radiative heat loss is ipresented in Fig. 4. The experimental heat transfer data of pure air
order of 10-15 percent of the overall heat transfer during migit (liquid mass flux,G, is zero, solid curve in Fig.)4are com-

calculated Biot number, based on plate thickness is in the range

IIﬁgsults and Discussion

When the Reynolds number, Reand stagnation point Nusselt
number, Ny , are based on jet velocity and air nozzle diameter
then

cooling in the present study. pared to the summation of results from Eg) and radiation heat
transfer. Good agreement is shown. The calcul&téslabout 15
Experimental Uncertainty percent below the data. The discrepancy is likely due to the free

. o stream turbulence that enhances the heat transfer of thiE2ptA
The measurement error of the air velocity is within 0.1 m/s, thﬁmilar observation has been addressed in R&f.where a 15
water mass flux is within 0.1 kgffa and the thermocouple reald'percent free stream turbulence intensity induced 25 percent heat

ing is within 0.4 percent. ransfer enhancement. The reason for the present data showing a
The thickness of stainless steel test plate is 1 mm, and t . P g

temperature difference between front side and backside durifighience in the air jet, which is induced by the complex internal
cooling is estimated t(z be within 10°C. The cooling data, t.akeg;%ometry of the air passage in the nozzle, as shown in Fig. 2
between 5.25 "’!”d 500°C, are _used_to evaluat(_a the c_ha_nge In b nsidering this, the present data of pure air-cooling is compat-
perature with timedT/dt, as given in Eq(1). Since this is well ible with the general expectation.
within the film-boiling regime, the rate of change in temperature
is steady. Therefore, all the consistent errors, such as the assumWater Mist Cooling. Figure 4 presents the variation of heat
tion of lumped approach, will not affectT/dt and the results of transfer coefficient for mist cooling with air velocity at various
data reduction. This also reduces the possible error because litpeid mass fluxesG. The data indicate that the heat transfer
inversed conduction is not used. The estimated error of the dmefficient increases strongly with the liquid mass flux. When air
duced heat transfer coefficient is therefore in the order of Owlocity increases, heat transfer coefficient also increases.
percent due to the uncertainty of thermocouples readings. Since the liquid mass flux is the primary factor affecting the
Another possible source of error comes from the calibration dkat transfer coefficient, the heat transfer coefficient was replotted
surface emissivity during the pure air-cooling tests. Consideringagainst the liquid mass flux in Fig. 5, where the lines are a curve
5 percent error of the natural convection formula, the resultirfg to the data. Quantitatively, the heat transfer coefficients im-
error on the estimated emissivity will be order of 7 percent. Wheprove dramatically with the presence of mist. For example, at 25
this emissivity is used in equatidit), an estimated error on heatm/s air velocity, a small liquid mass flux of 2.56 kgfsnwill
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increase the heat transfer to more than double of air convection
only. It is also observed that the heat transfer coefficient increaddg. 7 Radial spray liquid mass flux distributions
almost linearly with the liquid mass flux. =35m/s)

It is interesting to identify the respective effects of air jet and
liquid mass flux in water mist cooling. Therefore, the difference
between the total heat transfer data and the pure air data, whic
the summation of air jet convective heat transfer and the radiati
heat transfer, is used to determine the heat transfer coefficient
to the water mist only. The water mist heat transfer coefficient is

(v

ﬁerehmist is water mist heat transfer coefficient in Wi& and
is liquid mass flux in kg/rfs.
he relationship can be written in non-dimensional form as:

then presented with respect to the liquid mass flux in Fig. 6. The NUpis= 194 R@-B (6)
figure indicates that the heat transfer contribution of water in-

creases monotonically with the water mass flux. When the ma¥gere

flux is small the relationship is rather linear. When the mass flux NU.o=h..D/k

. . K . . . Unist m|stD | (7)
increases the effect is slightly less than linear, which is likely due

to the interference effect of drops on surface heat transfer. This Rg=GD/y, (8)

occurs when the spray density increases and drops are not ha\ﬂng noticed that the nozzle orifice diamet&, is taken as the

independent heat transfer because frequently the Iopal Surf%ﬁ%racteristic length to be consistent with the air convection for-
temperature does not fully recover before another drop impact t lation

same point. Also the jet velocity does not influence signific_antly to Accordingly, the overall heat transfer of the dilute mist flow,

) ) ! . Sftthout considering the radiation, can be predicted as the summa-
relatively minor effect to the heat transfer of mist. This has alst?on of air and water mist components in the form of

been reported in Ref5, 7] before. This possibly due to the in-
crease of velocity may increase the droplet deformation during an

impact, but decrease the time duration of the interaction. The\ﬁfhere theh
two effects tend to compensate each other when considering thei
effect on the heat transfer results. To correlate the primary
liquid mass flux, this water mist heat transfer coefficient can
represented as:

Neon= ha,o+ Nimist 9

a0 Can be evaluated from E() and h,s from Eq.

l)r. Therefore, for water mist cooling at film boiling condition, the
bé)nvective heat transfer of air and liquid mass flux can be ac-
counted for separately.

Radial Distributions. The radial distribution of water mist

- 8
hinis= 284G heat transfer is important for the quality control during the cooling

©)
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Fig. 6 The difference of total and air heat transfer coefficient

processes of metal and glass sheets. The radial water mass flux
distribution of the spray was measured using several of small
tubes to catch the spray deposition directly. A typical result is
shown in Fig. 7 at different flow rates. The resulting radial heat
transfer distribution at different liquid mass fluxes is shown in Fig.
8. All the data are at a constant air velocity of 35 m/s. The loca-
tions of thermocouples are at center, 16.93 and 33.87 mm from the
center stagnation point. In Fig. 8, the heat transfer coefficients at
different radial locations are normalized by the heat transfer of
mist flow at the stagnation point as described in Ej. The
figure indicated that the normalized radial heat transfer distribu-
tion of water mist is also very close to that of the pure air jet case.
This is possibly due to the small size of water mist dr¢p20

um). It appears that since the droplets are entrained with the air,
the deposition and mist heat transfer distributions are similar to
the pure air flow case.

Leidenfrost Temperature. The experimental results of the
Leidenfrost temperaturd, - at the center stagnation point of the
plate are given with respect to the liquid mass flGx,in Fig. 9.

The Leidenfrost temperature is defined as the temperature associ-

against the liquid mass flux ated with minimum heat flux on the film-boiling curve. Since the
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12 flux, respectively. For a general prediction, Ef) can be
used where Eqg2) and (6) can be applied.

! = 5. The normalized radial distribution of mist flow heat transfer
os A is similar to that of pure air jets.
g 6. The Leidenfrost temperature increases with both the air ve-
go,s locity and the liquid mass flux.
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Radial Location mm
Nomenclature
Fig. 8 Heat transfer distributions on the radial direction of a R
single jet (V=35 m/s) A = area,
Bi = Biot number

C, = constant pressure specific heat, kJ/kgK

. . . D = nozzle opening diameter, m
plate is only 1 mm thick and the cooling process takes only 2 5 — liquid mass flux, kg/msec

~ 3 seconds, the effect of radial conduction is negligible. The data  , — heat transfer coefficient, WATC
indicates that the Leidenfrost temperature increases for larger val- | — conductivity, W/m°C

ues of liquid mass flux. These trends are similar to that reported |, — mass, kg

by Ishigai[13], and Hoogedoorfil4]. However, the present ex- Ny = Nusselt number

periment indicates that the Leidenfrost temperature also increases py — prandtl number

with increasing air velocityfor water mist cooling At higher air Re = Reynolds number

velocity, the droplets impact on surface with more momentum, 1 _— temperature, K, °C

and induce the quenching easier. As a result, the Leidenfrost tem- Y

X . t = time, sec
perature is also higher. V = air velocity, m/s
& = emissivity
Conclusions n = dynamic viscosity, Pa s

— _ a
Experimental studies were conducted to reveal the heat transfer 7 Stefan-Boltzman constant, Wt

of dilute water mist on high temperature metal surfaces. Loc&ubscript

heat transfer coefficients were measured in film boiling regime at 5 — 4ir convective cooling
various air velocities and liquid mass fluxes. Radial heat transfer 5 _ 5,71e opening diameter
distributions were also studied. The Leidenfrost temperature | £ — | eidenfrost

against the air velocity and the liquid mass flux was discussed. | — \ater

The major conclusions from the study are as follows: o = stagnation point

1. With a small amount of water in the air jet, the heat transfer S = surrounding
is dramatically increased. The water mist heat transfer coef- W = wall
ficient increases with both the air velocity and the liquigeferences
mass flux. Mist and air heat transfer are independent. [1] Graham, K. M., and Ramadhyani, S., 1996, “Experimental and Theoretical
3 H H H H i ranam, K. M., an amaanyani, S., , Xperimental an eoretica
2. The convective air heat transfer is consistent with the pre== 2 © .2 " 5 Lo Impingement Cooling.” ASME J. Heat Transidi, pp.

dictions based on correlation in the literature. 343-349.
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Effect of Pressure, Subcooling,
and Dissolved Gas on Pool
Boiling Heat Transfer From
Microporous Surfaces in FC-72

The present research is an experimental study of the effects of pressure, subcooling, and
non-condensable gas (air) on the pool nucleate boiling heat transfer performance of a
microporous enhanced and a plain (machine-roughened) reference surface. The test sur-
faces, 1-crhflat copper blocks in the horizontal, upward facing orientation, were im-
mersed in FC-72. The test conditions included an absolute pressure range 15B&Pa,

a liquid subcooling range of O (saturation) to 50 K, and both gas-saturated and pure
subcooling conditions. Effects of these parameters on nucleate boiling and critical heat
flux (CHF) were investigated. Results showed that, in general, the effects of pressure and
subcooling on both nucleate boiling and CHF were consistent with the prevailing trends
in the literature. For the present heater geometry, the effects of dissolved gas on the
boiling performance were generally small, however, as the dissolved gas content in-
creased (through either increased pressure or subcooling) more of the nucleate boiling
curve was affected (enhanced). The enhancement of CHF from increased liquid subcool-

ing was greater for the microporous surface than the plain surface. Correlations for both
nucleate boiling and CHF were also presenteOl: 10.1115/1.1527890

Keywords: Boiling, Cooling, Enhancement, Gaseous, Heat Transfer

pressure reasonably well for highly-wetting fluids. In addition,
The continual advancement of microelectronic chip designs you et al.[9] observed that increased pressure significantly re-
L ) . #Lced the incipient superheat in FC-72.
the electronics industry is creating the need for better, more effi-, 4,y_developed nucleate boiling, subcooling has been found
cient heat d|SS|pat|_on than convgntlor(alngle-phase)coollng to have little or no effect on the boiling performanikd]. You
schemes can provide. One possible solution that has receivqdy|. [4] and later Watwe et af2] confirmed this behavior for
much attention is to utilize boiling heat transfer for heat dissipa&C-72. However, subcooling has been found to have a significant
tion. Currently, the most promising fluids for this type of coolingeffect in the isolated bubble regime, particularly with small heat-
scheme are dielectric, highly-wetting fluids such as 3M’s Fluoring surface§4,11,12]. With regard to CHF, it has been observed
nerts. In order to develop a reliable cooling scheme utilizing boithat CHF significantly increases with increased subcooling show-
ing heat transfer, the effects of pressure, subcooling, and dissolvieg a strong dependendé3,14]. Elkassabgi and Lienhafd3]
gas on the nucleate boiling heat transfer performance of thedgo observed that at very high levels of subcooling the CHF
highly-wetting fluids must be known. became virtually constariteached a maximum value). For incipi-

It has long been known that increased pressure improves &€ superheat behavior, there are conflicting reports in the litera-

nucleate boiling performanceincreased heat transfer coeffi-{Ure: Both Normington et a[15]and Phadke et a[16] observed

- o - A d incipience superheat with increased subcooling in
cients). The nucleate boiling data of Nishikawa et[dl] with Increased - .
various Freons and Watwe et 2] with FC-72 confirm this be- highly-wetting fluids, however, You et al9] observed a negli-

. . . - ) e s gible effect of subcooling on incipience in FC-72.
havior for highly-wetting fluids. Using Han and Griffiths] The highly-wetting fluids used in electronics cooling research

theory, Nishikawa et a[1] attributed this behavior to an increase icajly can absorb large amounts of non-condensable gases. FC-
in the range of cavity radius that may be activated at a given wgib, for example, can absorb about 48 percent by volume of air at
superheat with increased press(inereased active nucleation sitestandard conditions. Therefore, a thorough examination of the ef-
density). Nishikawa et al. also found that this caused the enhanggets of dissolved gases on the boiling performance is needed.
ment effectiveness of increased surface roughness to diminishviaiAdams et al[17]reported a strong enhancement of the boiling
higher pressures. You et §4] and Watwe et al[2] have shown curve at low heat fluxegartially-developed nucleate boilingut

that Rohsenow'$5] well-known nucleate boiling correlation pre-only a weak effect at high heat fluxeétlly-developed nucleate
dicts the effect of pressure reasonably well for highly-wetting flusoiling). Similar observations have been made by Pike dtL8l],

ids. With regard to the critical heat flu§CHF), Morozov[6] Behar et al[19], and O’Connor et al11]. Additionally, Watwe
showed that the CHF increases with increasing pressure upa Bar-Cohefi20]saw no effect of dissolved gas on the nucleate
about one-third of the critical pressure and then decreases. Balling performance in FC-72. Hong et &l2] observed a signifi-
Cohen and McNeil[7] and Watwe et al[2] have shown that cant effect of dissolved gas on the nucleate boiling curves of small

Zuber’s [8] well-known CHF correlation predicts the effects ofW_ireS in FC-72; however, they found that the effect disappeared at
(8] P high heat fluxes and for large surfaces. Watwe and Bar-C[#t@&n

Contributed by the Heat Transfer Division for publication in tf@BNAL OF observed no effect of dissolved gas _on CHF. Hong efBd|
HEAT TRANSFER Manuscript received by the Heat Transfer Division December 19b39rved a dependence of CHF on d|SS_O|V_e_d gas O_nly for small
2001; revision received September 26, 2002. Associate Editor: V. K. Dhir. heaters when length-scale effects are significant. With regard to
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incipience, You et al[9] and later O’Connor et a[.11] observed
that at high dissolved gas concentrations, the incipience superhea
was reduced.

Although the effects of pressure, subcooling, and dissolved gas
on the nucleate boiling performance have been studied for plain
surfaces, very little research has been done to determine if the
effect of these parameters on enhanced surfaces is the same. Th
objective of the present work is to investigate the effects of pres-
sure, subcooling, and dissolved da#) on the pool boiling heat
transfer performance of a microporous enhanced surface and &
plain reference surface and develop correlations for nucleate boil-
ing and CHF. Testing was performed using a 13¢est surface in
FC-72 at 30, 60, 100 and 150 kPa absolute pressures and subcoo
ings of O(saturated), 10, 30, and 50 K. In addition, a comparison
was made between pure subcooling and gas-saturated condition:
at 100 kPa. The results of this study are intended to aid in the
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epoxy filler

heating element

J-copper tape

power lead

transfer.

Experimental Apparatus and Procedure

Test Facility. The pool boiling test facility used for the
present work is shown in Fig. 1. The main test chamber was
stainless steel pressure vessel, 406 mm high and 154 mm in
ameter. An internal water-cooled condenser and three band he
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Fig. 1 Schematic of test apparatus
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cases
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Fig. 2 Test heater design

| af;ated on the sides and bottom of the chamber were used for bulk
( Q temperature control. The power to the three band heaters was
controlled with an external temperature controller to maintain a
set bulk fluid temperature. A cartridge heater was located in the
bottom of the test chamber to provide additional heating/stirring
during the degassing process. The test chamber was insulated with
15-mm thick foam insulation. A Type-T thermocouple was placed
within the test chamber to measure the bulk liquid temperature.
Both test heater assemblies were mounted to the stainless steel
support bar within the test chambghat can accommodate two
test heaters). The auxiliary tank above the test vessel was used
only for the pure subcooled testing. A cartridge heater was used
during degassing and to maintain saturation conditions in the aux-
iliary tank for the pure subcooled tests. An external, water-cooled
condenser was used during the degassing process and atmospheric
testing to prevent loss of test liquid. The test liquid surface was
maintained at approximately 15 cm above the test heater for the
saturated and gas-saturated cases and at approximately 75 cm for
the pure subcooled cases. A pressure transducer located in the
auxiliary tank was used to measure the internal pressure.

The electrical circuit used to supply power to the test heater
consisted of a computer controlled DC power supply connected in
series with a shunt resistor and the test heater. The measured volt-
age across the test heater and the current determined from the
measured voltage across the shunt resistor were used to calculate
the heat flux applied to the test heater. All test data were measured
with a computer controlled data acquisition system.

Test Heaters. The test heater design is shown in Fig. 2. The
heating element was a two-layer thin metal film of tantalum and
titanium nitride. The heating element was sputtered onto a 0.5 mm
thick silicon nitride coated silicon wafer along with copper for
solder connections. The total heating element electrical resistance
was about 20d). The heating element side of the wafer was sol-
dered to copper tape for the power lead connections while the
other side of the wafer was soldered to the copper block. The
copper blocks were machined from solid pieces of copper using a
high-speed steel slitting saw blade in the same manner as Rainey
and You's[21] plain flat test surface. The copper block dimen-
sions were 10 mmXx10 mmX2 mm, and it contained two thermo-
couple wells centered in the base surface and spaced 5 mm apart
and 5 mm deep. The copper/heater assembly was attached to a
Teflon substraté10-mm thick) using a 3M epoxy(1832L-B/A,
thermal conductivity=0.067 W/m-K). The completed test heater
was then mounted in a Lexan frame and surrounded by epoxy to
generate a flush-mounted heating surface. The surface condition
of the plain heater was “machine-roughened.” All the surfaces
were cleaned with hydrochloric acid and acetone prior to testing.
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surface. After degassing, the external condenser was turned off.
With the system still open to ambient, some of the test liquid was
allowed to escape in order to push out any trapped air at the top of
the condenser. After about 15 minutes, the valve at the top of the
external condenser was closed. A vacuum pump was temporarily
connected to the top of the external condenser to further make
sure that all trapped air at the top of the condenser was removed.
The measured temperature and pressure readings within the test
chamber were checked against the FC-72 saturation curve to en-
sure that all non-condensables had been removed. The desired
system pressure was then established by controlling the bulk fluid
temperature using the internal condenser and three band heaters.
After the desired pressure was obtained and stabilized, testing
began. For the saturated tests at atmospheric pressure, a simpler
procedure was used. Instead of the closed system approach above,
the external condenser was left on and open to amisarne
procedure used bj21]).

22KV WD:8MH

Gas-Saturated Cases.The fluid level for the gas-saturated
cases was maintained in the test chamber at about 15 cm above
the test surface. After degassing, the external condenser was

For the microporous coated test heater, the coating used WasEHiQEd O.ff and the \{alve at the top of the condenger was glosed.
ABM coating introduced by Chang and Yoi22]. The mi- . € desired bulk fluid temperature was then established using the
croporous coating technique was previously developed l!pernal condenser_ and three ban_d heaters. Once the desired tem-
O'Connor and You[23], further refined by Chang and You erature was obtained and stabilized, the valvg at the top of thg

' condenser was repeatedly cracked opened until the system stabi-

Fig. 3 SEM Photo of ABM microporous coating (side view)

forming a porous structure of about 0.1xin size cavities. The [12]- Although the gas content was not measured, it could be
ABM coating was named from the initial letters of its three comeStimated from the relatio®=Ps s~ P, , where Py is mea-
ponents: Aluminum particles/Devcon Brushable Ceramic epox§¥red and,=Pg(Tyyi). Testing then commenced. For the gas-
Methyl-Ethyl-Keytone(M.E.K.). The mixture of the three compo- Saturated cases at atmosphgrlc pressure, the external condenser
nents was drip-coated over the surface using a paintbrush. Afégs left on and open to ambient conditions.
th_e carrier(M.E.K.) evapo_rated, th_e resulting layer consist_ed °f pure Subcooled Caseslin the present study, the pure sub-
microporous structures with aluminum particlisto 20 um in - ¢510 testing was only performed at atmospheric pressure. The
dlameter)and a blnder(Devc_:on Brushable ;:erarr)m_havmg 8 fluid level for the pure subcooled cases was maintained in the
th;.cknes.s 0~50 '“r? :]'hehmlcropor?us co?tlng prowdeDs n(')l s(;g- uxiliary tank at about 75 cm above the test surface. After degas-
Qél?r?tgnlsn%rfetiseecgattinz areeat)rt(r)?/?;e?jrbsyuro?lcc:ﬁnﬁroeraén de{t(gg]z ﬁig, the fluid in the auxiliary tank was maintained at saturation
and Chang and Yo[22,24] conditions for all of the pure subcooled testing to prevent regas-
U sing the subcooled fluid in the test chamber. With the system still
Test Procedure. The test fluid, FC-72, is a highly-wetting open to ambient conditions, the desired bulk fluid temperature in
dielectric perfluorocarbon produced by the 3M Industrial Chemihe test chamber was then established using the internal condenser
cal Products Division. FC-72 has been determined to be a goadd three band heaters. Once the desired temperature was ob-
candidate fluid for immersion cooling applications because it tained and stabilized, testing began.
chemically stable/inert, dielectric, and has a relatively low boiling Boiling Curves. After the proper fluid conditions were ob-

oint =56°C at atmospheric pressurerior to all testing, the . - . -
P (Tsat b b u 9 t@pged and stabilized, two consecutive boiling curves were gener-

test chamber was heated to the test liquid’s saturation tempera ¢ h ‘ Identical boil ; h surf
using the three band heaters and the cartridge heater. Onc&tg! for each test surface. ldentical boiling curves for each surface

saturation temperature, the test liquid was boiled vigorously for @Sured the consistency and repeatability of the data. There was a
least two hours to remove dissolved gases. All of the test surfadQ-hour delay between runs to allow the heater and test section
were tested in the horizontal, upward facing orientation. The td§ réturn to steady-state. Heat flux was controlled by voltage in-

matrix consisted of studies on different subcooling and pressiit: After each voltage changbeat-flux increment a 15-second
conditions(Table 1). delay was imposed before initiating data acquisition. After the

delay, the computer repeatedly collected and averaged 125 base

Saturated Cases.The fluid level for the saturation cases wasyrface temperature measurements over 15 seconds until the tem-
maintained in the test chamber at about 15 cm above the tggkature difference between two consecutive averaged tempera-
ture measurements for all thermocouples was less than 0.2 K. The
test heater at this point was assumed to be at steady-state. After

Table 1 Test Matrix reaching steady state, the heater surface and bulk fluid tempera-
SubCOONNG A Toys (K) tures were measured and the heat flux was calculated. For heat
PressurePy¢ flux values greater than-80 percent of CHF, instantaneous sur-
(kPa) 0 (sat.) 10 30 50  face temperature was monitored for 45 seconds after each incre-
30 Xt XL ... ment to prevent heater burnout. Each instantaneous surface tem-
60 x; x; x; .-+ perature measurement was compared with the previous steady-
igg §1 )é* %1* i State surface temperature measurement. If a temperature
difference larger than 20 K was detected, CHF was assumed and

. the power shut off. The CHF value was computed as the steady-
gas-saturated only . .

%hoth pure subcooling and gas-saturated state heat flux value just prior to power supply shutdown plus half
*microporous surface only of the increment.
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Experimental Uncertainty. The stability of the bulk fluid 300000 - T T T
temperature was maintained within a maximum variation of :29810° oF |

+0.34 K and system pressure was maintained within a maximum 2.67x10°
variation of £1.7 kPa. Uncertainties for the heat-flux and tem- :
perature measurements were estimated for the present heate
based on the method of Kline and McClintogR6]. Substrate ;
conduction losses were estimated based on the values reported b 200000 -+ ¥ 3
O’Connor and Yoy 23], whose heater had a similar construction
as the present one. Taking into account both measurement anc
substrate conduction errors, the uncertainty in heat flux was esti-
mated as 16 percent at 0.5 W/ermand 6 percent at 16 and 80
W/cn?. In addition, temperature measurement uncertainty was es- : ; :
timated considering thermocouple calibration error, temperature 100000 =g £~ £ 0@ &5 s e ]
correction for the embedded thermocouples, and thermocouple ) ’
resolution error. The uncertainty for temperature measurement
was +0.4 K.

bEH
:

2.34x10°

2.00x10° . EA SR i
- 1.73x10° |

q" (Wim?)

open symbol: plain (machined)
closed symbol: microporous

Results and Discussion

The effects of pressure and subcooling on the boiling heat 00 10 20 30 40 50
transfer performance in FC-72 were investigated on two different ATy, (K)
test surfaces: plaifimachined roughengdand microporous. All
testing were performed under increasing heat flux conditions apg. 5 Pressure effect for plain and microporous saturated
in the horizontal, upward facing orientation, as listed in Table boiling curves
The pure subcooled testing was only performed at 100 kPa. The
gas-saturated plain surface data at 150 kPa were not included in
the present analysis due to excessive surface oxidation during
testing. gas entrapment in the microstructure. For the plain surfaces, the
o . . rougher surface of the machine-roughened surfaces is expected to
Referencg.Bonlng Curves. Flgqre 4 |IIu§trates the saturatedpgye larger cavitieslarger embryonic bubble sizeshan the
nucleate boiling curves of the plain and microporous surfaces g hly polished surface and thus exhibit decreased incipient
atmospheric pressure. For comparison, the highly polished pla perheats.
surface of Chang and Yd27], the machine-roughened surface of The surface microstructure effect on nucleate boiling heat trans-
Rainey and You[21], and the microporousABM) surface of ter and CHF can be clearly seen in Fig. 4. The nucleate boiling
Chang and YoJ22] are included. The single-phase natural corsnes of the three types of surfaces in Fig. 4 show significant
vection data of all of the surfaces exhibit comparable heat transgtreases in heat transfer coefficient relative to increasing surface
coefflqlents(lndlcatlng equivalent sur)‘ace argabkence sho.wujg. roughness as previously reported by Rainey and [&dd, and is
negligible effects due to surface microstructures. The incipiepbjieved to be a direct result of increased active nucleation site
superheat values of the present surfaces are comparable with “Hé‘ﬁ‘sity. The results of Honda et 28] also appear to show this
of Rainey and Yoy21]and Chang and Yo{22] and show the game trend. The CHF values for the present plain and microporous
same decreasing trend with increased “surface roughness” as R¥BFfaces'shown in Fig. 4were comparable to the CHF values of
viously reported by Rainey and Yd@1]. O'Connor and Yoli23] 18 g wicn? reported by Rainey and Yoi21] for their machine-
attributed the decrease in incipient superheat for their micropor%ghened surface and 26.3 Wineported by Chang and You
coating compared to plain surfaces primarily to the presence 85 oy their microporous surface. For reference, Chang and You
larger embryonic bubble diameters produced by increased Van®7] reported a CHF value of 13.2 W/@ror the highly polished

surface shown in Fig. 4.

T , Effect of Pressure. Figure 5 illustrates the effect of system
3 —w=2.67x105 CHF | pressure on the saturated nucleate boiling curves of the plain and

2 : 1606105 | microporous surfaces. In general, the incipient superheat in-
' . X

creased with decreasing pressure for both surfaces similar to the
observations of You et a[9]. This means that at low pressures,
excessive incipient superheats may be encountered, even with en-
hanced surfacegWith regard to electronics cooling, excessive
incipient superheats will cause thermal stress on electronic com-
ponents during boiling initiation and can increase the risk of tran-
sitioning directly to film boiling from single-phase convectipn.
The effect of pressure on the nucleate boiling performance is con-
sistent with the prevailing trend in the literature of increased heat
transfer coefficient with increased pressiteg,4,29]. In addition,
the difference in the nucleate boiling performance between the
plain (machined) plain and microporous surfaces appears to decrease with increased
microporous pressure. The CHF values also show a significant increasing trend
polished [27] with increased pressufdiscussed later), which is consistent with
machined [21] the trends in the literatur2,6,7,29]. From Fig. 5, it appears that
\ microporous [22] the effects of pressure are consistent for both the plain and mi-
10 100 2 3 4 5678 g 2 3 4 5 croporous surfaces. -
An additional observation about the shape of the boiling curves
ATy (K) in Figs. 4 and 5 is worth noting. According to Rohseno\Bg

well-known nucleate boiling correlation, the majority of the

Fig. 4 Reference saturated boiling curves at Py, =100 kPa nucleate boiling curve should be “linear” when plotted in log-log

108

w bOoN

q" (Wim?)

T - N e :

w b o

N

laiodt
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800000 1 1 11
O~ AT, =0 K (sat.)
| | &= AT ,,=10K
700000 | - .. Eq. (2)

- Eq.(3)

800000 1 L] LI
-0— AT,,,;=0K(sat.)
= AT ,S10K
=

700000 [
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= = 400000
(=2 =
o

300000 - ------- MICroporous - - 300000

 2.00x105

. ......... ' ........ e - AR, e -
200000 : : : A i 1.69%105 200000
5 : g 1.15x105
100000 -+ e foeeeeed 7S S F ' IRREE i 100000
: : : plain
0 i i i i .
20 10 0 10 20 30 40 50 20 50
AT, (K)
Fig. 6 Gas-saturated boiling curves at  Pg,s=30 kPa Fig. 8 Gas-saturated boiling curves at P, =100 kPa

scale. From the boiling curves in Figs. 4 and 5, it is observed thahich increases natural convection heat transfer and increases
the boiling curves would not be well characterized by Rohsenowigarongoni convection heat transfgd2]. These combined effects
correlation(discussed later). are seen to result in relative insensitivity of the nucleate boiling
- . curve to liquid subcooling. The results of Honda et[@8] and
Elf_fectl of I_Ilqu:;j fS_ubgo%mgl.D Fngthe prssent Wolrk‘tr:heﬂs%b'Mudawar and Andersof29] also show this behavior. The effect
cooling level is defined a$ s, Psyd —Touk- Psysequals the fluid o gissolved gas can be seen as an enhancement of the low

vapor pressureP, , only for pure subcooled cases while for thg . ¢« boiling performance, which is discussed in the next
gas-saturated caseBy; equals the sum of the fluid vapor andgg i

non-condensable gas partial pressureBge=P,+ P [12]. Fig-

ures 6-9 illustrate the effects of liquid subcooling at all four Gas-Saturated Versus Pure Subcooling. Before discussing
tested system pressures for both the plain and microporous she dissolved gas effect, some terminology needs to be clarified.
faces. The single-phase convection data have been removedThe term “gas-saturated” is used in the present work to describe
clarity. The most prominent feature in all of the figures is how ththe initial condition of the fluid as being saturated with non-
fully developed nucleate boiling curves collapse onto a single limndensable gasir). The term “gassy subcooled” is used in the
regardless of the subcooling level. This is consistent with the preresent work to describe the fluid condition near the heater surface
vailing trend on subcooling effect in the literatur®0]. As sub- during boiling, which contains an indeterminable amount of dis-
cooling increases, the bubble departure diameters and frequensiglsed gas; in other words, a condition that is somewhere between
decrease[30] which reduces the amount of heat transferredas-saturated and pure subcooled. The term “pure subcooled”
through latent heat and microconvection. However, increased suiaturally refers to a completely degassed, subcooled fluid condi-
cooling also decreases the superheated liquid layer thickB&$s tion. Figure 10 compares gas-saturated and pure subcooled nucle-

—O— AT, ,p=0K (sat.) 0= AT,y,=0K (sat.)
|| == ATg,,=10K | —4— AT, =10K
700000 == AT, =30K 700000 [| —~— AT, p=0K |77 -
Eq. (2 - AT,,=50K

q" (W/m?)

AT, (K)

Fig. 7 Gas-saturated boiling curves at

Journal of Heat Transfer

Pqys =60 kPa

Fig. 9 Gas-saturated boiling curves at

FEBRUARY 2003, Vol. 125 / 79

Pqys=150 kPa
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800000 - . - . ' - the wall temperatuperequired to activate the nucleating bubbles.
AT,=10K  [closed symbols are cooresponding This would shift the nucleate boiling curve to the left as seen in

= sub
= AT, =30 K |gas-saturated cases from Fig. 8

sub’

700000 |- : : the low heat flux regions of Fig. 10. As the heat flux is increased,
i o 6.49x10° the nucleate boiling curves merged in Fig. 10 showing little effect
600000 1 : of the dissolved air on the nucleate boiling performance. Honda
et al.'s[28] data in Fig. 11 also show this behavior. Hong, et al.
& 500000 [12] explained this behavior as due to depletion of the dissolved
E gas near the heater surface creating a gassy subcooled condition.
2 This depletion of dissolved gas near the heated surface provides
5 400000 an identical nucleate boiling situation with the pure subcooled
case. Additionally, You et al.4] observed that the dissolved gas
300000 enhancement on nucleate boiling increased with increasing gas
content. As dissolved gas concentration increases, the gas-
200000 depleted liquid layer becomes re-gassed more efficiently. This
would explain the increased effect of dissolved air on the nucleate
100000 boiling curves with increasing gas partial pressure, which is ob-
served in Figs. 6—%the dissolved air content increases with in-
0 creasing pressure and subcoojing
20 The CHF values of the gas-saturated cases were almost the
AT, (K) same with the pure subcooled values as shown in Fig. 10. Watwe
sat and Bar-Cohef20]also saw no effect of dissolved air on CHF for
Fig. 10 Comparison of pure subcooled and gas-saturated their 1-cnf heater in FC-72. Honda et al.[28] data shown in
boiling curves at P =100 kPa Fig. 11 also show little effect of the dissolved gas on CHF. Using

small wire heaters, Hong et dl14] observed that the pure sub-
cooled CHF values were higher than the gas-saturated CHF values
;(?rg_small wire diameters but the effect diminished as the wire

ate boiling curves at atmospheric pressure. The single-phase ¢ . ; ;
vection dgta have been rer?wved E‘)or clarity. In gengralpincipie lameter increased. The depletion of dissolved gas near the heater

superheats were reduced from the pure subcooled values, whicRS2C€ IS most likely greater for larger heatdess effective dis-
consistent with the observations of You et [#@] and O’Connor solved gas transport to the heater surfavenich would produce

et al. [11]. This suggests that the dissolved air enhances h %It-IF values closer to the pure subcooled values as was observed
transfer at low heat fluxes just after incipience but not at high ¥ the present heaters.

heat fluxes. For_comparison, the boiling curve data of HondaCorrelation of Nucleate Boiling Curves. From the results

et al.’'s [28] 1-cn? S (smooth silicon surfageand EPF(rough presented thus far, it is concluded that, for a given fluid and heater

silicon surface)surfaces are plotted in Fig. 11 and show similagombination within the present range of conditions, the nucleate

dissolved gas behavior as that of the present data in Fig. Hdiling performance is essentially a function of pressure and sur-

Honda et al. tested their surfaces with both “degasgpdte sub- face microstructure. Although Rohseno& power-law correla-

cooled)and “gas dissolved'(gas-saturated with aifluid condi- tijon has been found to predict the effects of pressure [2efl],

tions in FC-72 at atmospheric pressure. O’Connor effldll also  the authors found that the present data are better correlated with a

observed this behavior. You et &#] attributed the enhancementlinear fit. The boiling curves should follow a straight line when

of heat transfer from gas-saturated cases to a larger numberppitted in log-log formatpower-law)as proposed by Rohsenow.

active nucleation sites due to the gas partial pressure within tR@wever, as can be seen from Figs. 5-9, the major portion of the

nucleating bubbles. An increase in the gas partial pressure witljgiling curves for both the plain and microporous surfaces are

the bubbles would reduce the required vapor presmé hence linear. The reason for the failure of Rohsenow’s correlation to
adequately describe the present data may be due to length-scale/
heater size effects; however, more study is needed before any

800000 T . T T T T conclusions can be made.
—o—  AT,,=25K | open symbols = degassed From the above discussion, it was decided to correlate the
700000 L7 _ATsw=45K | closed symbols = gas dissolved | present data in Figs. 5-9 with a linear equation in the following
. . : H . H form:

600000 -+~ --------- ,;EPF surtace q"=a ATerb-PE )

sys

The constants, b, andc were determined by fitting the linear

)

500000 ~ -------- -------- ) /€ ]
N;E : : . -3 ; 3 portions of the nucleate boiling data from Figs. 5—9. The low heat
z Y - T AU flux data that were affected by the dissolved air as well as the
= 400000 : : LR ; | bending portion of the boiling curves near CHF were removed

; : ; : i | (ot prior to fitting Eq. (1) to the data. The slope, in Eq. (1) was
300000 7= A Co RS o : ; found by averaging the slopes of each individual boiling curve at
: : : : : ' all pressures. Once the slope was fixed for each surface condition

200000 (plain or microporouy they-intercepts were found for each pres-
sure and correlated using a power-law fit. From this procedure, the
100000 present saturated and gas-saturated data are well correlated by the
S following equations:
®o a0 o0 1o 20 s 40 80 Plain: "=2.42X10% ATg3.11x10°- P 2% (2)

ATsa (K) Microporous: q"=3.71X10% AT, 3.22X107- Py 12 (3)

sys

Fig. 11 Comparison of degassed (pure subcooled ) and gas  Equations(2) and (3) are plotted as thick dashed lines in Figs.
dissolved (gas-saturated ) boiling curves of Honda et al.’'s [28] 6—9. As can be seen in Figs. 6-9, Hfj) models the effect of
S and EPF surfaces in FC-72 at atmospheric pressure pressure for both the plain and microporous surfaces in the present
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400000 ! ! ! s ! 3.0 , T , , , —>
: : : : : open symbols: plain (machined) Eq.(9)
closed symbols: microporous /v
R e e e et e
300000 : : : et )
‘m’ Eg.
N b p” 0 Ea ()
£ w I
2 5
= 20 [t b e
3 3 '
LSL 200000 2 | Eq.(8)
< gt |
: : : plain (machined) Pgys=30 kPa
100000 [~ /- froeeeeeee freeneenes i--1 & microporous P60 kPa
: : ; %  [29] blasted Pgys=100 kPa
— Eq.(5) P,,,=150 kPa
--=- Eq.(6) ; ; : +  [24]s, gas diss.
: : == Eq.(7) : : : X  [28] EPF, gas diss.
0 ] ) 1 1 1 ¥  [29] blasted, pure
[ 50 100 150 200 250 300 05 L 1 4 L 1 I E—
000 025 050 075 1.00 125 1.50 1.75
Pyys (Pa)

(P\/P I) 14 5pgl4

Fig. 12 Effect of Pressure on saturated CHF . )
Fig. 13 Effect of subcooling on CHF  (gas-saturated )

range of test conditions quite well. It is also interesting to note
that although the boiling curve data of Honda et al.’s enhanced ©)
EPF surface in Fig. 11 qualitatively appear to show a similar

linear type trend to the present data, their smooth S suffelcieh

appears to be much smoother than the present plain spifate
ing curve data appear to follow a more power-law type trend.

MICrOPOrOUS  Gtyieeus= Qs s 1+ 1.20(p, /ps) ¥ Ja/P&]

Figure 13 illustrates the effects of subcooling on CHF for the plain
and microporous surfaces at all tested pressures. As can be seen in
Fig. 13, Egs.(8) and (9) correlate the present data quite well.
Critical Heat Flux. From the CHF values shown in Figs.Interestingly, the final form of the equation is very similar to
4-9, it was observed that there are three parameters, which affetitassabgi and Lienhard[43]low subcooling region correlation
CHF: pressure, subcooling, and surface microstructure. With r@heir correlation is obtained by setting the exponent on the den-
gard to the effects of pressure, Bar-Cohen and MclN&jland sity ratio to 0). An interesting observation from Fig. 13 is that the
Watwe et al[2] observed that Zuber¥8] correlation given by: microporous surface exhibits a greater enhancement from in-
creased subcooling than the plain surface. The microporous sur-
0o 1 _ 1/4 face has a much higher active nucleation site density than the
Qewr 2= (124010, 190 (p1=py)] “) plain surface and thus smaller departing bubble diamg2&r@3].

or comparison, the CHF data from Honda et 8] and

F
predicts the effects of pressure in the present range of test congiigawar and Andersof9] are also shown in Fig. 13. Honda
tions reasonably well. However, Zuber’s correlation does not ta% al’s S surface data appear to be well correlated by:

into account the effects of surface microstructure. It was foun
that simply multiplying Eq(4) by an empirically determined con- Uehrsu Aenrsa 1+0.50p, /py) 4 Ja/P] (10)
stant to account for the effects of surface microstructure in then
present study worked quite well. From the observations of Rain
and You[21], the empirical constant is most likely directly relate
to the active nucleation site density just before CHF. Figure
illustrates the effect of pressure on CHF for the saturated plain a
microporous cases. The data from both boiling curve runs at each AerE sui= Aerrsat 1+0.88 p, /p1) Y4 Ja/Pélf] (11)
condition are shown along with the modified Zuber correlation ' '

given by: Conclusions

Plain  q¢ursa 1.0300ue 2 (5) The effects of pressure and _subcooling on the pool boiling hea_1t
transfer performance of a microporous enhanced and a plain
Microporous génesa=1.78-0¢HE 2 (6) (machine-roughengdreference surface were investigated. The
. ' ,' heating surfaces were horizontal, upward facing #-¢incmx 1
For comparison, Mudawar and Anderson@9] CHF data ) copper surfaces and were submerged in FC-72. The test ma-
(1.61-cnf vapor blasted flat surface in saturated FQ:Téhich i iy included an absolute pressure range of 30 to 150 kPa and

also shown in Fig. 12, appears to follow the following modifieqiqyid subcooling levels up to 50 K. The major conclusions of this
Zuber correlation: study are:

ile their enhanced EPF surface data appear to follow the
esent plain surface correlation given by Eg. 8. Mudawar and
derson’s vapor blasted surface data under pure subcooled con-
|(51'ons appear to be well correlated by:

AcHrsar 1-35-0¢Hr 2 (7) « The effect of pressure on nucleate boiling and CHF shows the

With regard to the effects of subcooling on CHF, Ivey an ame trend for both the plain and microporous enhanced surfaces
Morris' [36] correlation is widely used, however, tHe authorfor the present range of test conditions. As pressure increases,

found that Inoue et al.’837] correlation fit the present data bettetnucleate boiling performance and CHF increase while incipience
which is given by: wall superheat decreases.

» The effect of liquid subcooling on fully developed nucleate
) Y Y a 4 boiling performance was found to be generally negligible which is
Plain - gguesus= Aenrsak 1+0.70p, /p1) " Ja/Pé’]  (8) consistent with the prevailing trends in the literature. For gassy
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Experimental Study on Frost
Structure on Surfaces With
Different Hydrophilicity: Density
and Thermal Conductivity

An experimental study has been conducted to investigate the effects of surface energy on
frost formation. Test samples with three different surfaces of which dynamic contact
angles (DCA) were 23, 55, and 88 deg were installed in a wind tunnel and exposed to a
humid airflow. The airflow Reynolds number, humidity, the air and the cold plate tem-
peratures were maintained at 9000, 0.0042 kg/kg12 and —22°C, respectively. The
thickness and the mass of frost layer were measured and used to calculate frost density
while heat flux and temperature profile were measured to obtain thermal conductivity.
Exact positions of thermocouple junctions were verified by means of visualization system
in order to increase accuracy. Results showed that frost density and thermal conductivity
increase with time. The surface with a lower DCA showed a higher frost density and
thermal conductivity during a two-hour test, but minor differences have been found after

two hours of frost generation. Empirical correlations for thickness, mass deposition, den-
sity and thermal conductivity were proposed as the functions of test time and surface
energy. [DOI: 10.1115/1.1518496

Keywords: Heat Transfer, Low Temperature, Plasma, Plate, Properties

1 Introduction initial period of frost formation when condensed water droplets
%zrned into ice. Yoshiyuki and Akikg5] studied the performance

Frosting is a well-known and undesirable in most technical a heat h fter th ti-frosti f treat £ of fi
plications phenomenon, which occurs on cold surface when water eat exchanger after the ant-frosting surtace trealment ot ins
order to extend the defrost cycle time of air cooler. A special

vapor in surrounding air adheres to the surface through maBsor . . . )
transfer. Frost layer adversely affects the performance of devi¢R&ting made of water-repellent resin and inorganic particles was
due to the increase of the pressure drop in frosted air passages &f¥¢loped in order to create hydrophobic surface. As a result,

the decrease of overall thermal efficiency. The performance gfMPressor operating time between defrost processes was in-
refrigerating unit under frost deposition gradually decreases afased twice compared to a conventional air cooler with the same
defrost process is required for the improvement of its perfof©oling performance. Ryu and L¢6] studied frost formation in
mance. Traditionally applied electric heaters for frost removal Jjn-and-tube heat exchangers with different surface energies and
melting increase energy consumption, while temperature rise nfggme to contrary conclusion. They found frost thickness for hy-
decrease freshness of foods inside refrigerators. These days tif@®hilic heat exchanger became thinner with smaller airside pres-
are no clear and reliable measures to prevent frost formation e drop, than that of a conventional aluminum heat exchanger.
the designers of the equipment, operating under frost depositistQwever, frost mass accumulated on hydrophilic heat exchanger
should account frost in their works. Thus it is impossible to sugvas larger than that on conventional one. It implies that denser
press water vapor mass transfer, efforts to increase frost dengityst was formed on a hydrophilic heat exchanger. Unfortunately,
and thermal conductivity by frost structure modification may bbydrophilic heat exchanger lost its advantages rapidly with the
considered as promising. increase of relative humidity, because thick frost layer reduced the
Frost formation depends on air velocity, air humidity, air teminfluence of surface energy on further ice particles deposition.
perature, cold surface temperature and surface energy. Numerousrost thermal conductivity and layer thickness are most impor-
researchers had studied influences of ambient conditions and wafit parameters for the design work and both are functions of frost
temperatures on frost growth, while few works had been pegensity. That is why very often all frost properties are measured
formed to investigate the effect of surface energy on frost formguring test studies simultaneously. A review of literatures indi-
tion and reported results were contradictionary. Meanwhile changgtes that frost thermal conductivity may change as much as ten
ing of surface energy is a very atiractive way to modify frosimes during frost layer growth as confirmed by Yonko and Sepsy
properties. Nikulshina et dl1], Seki et al[2], and Hoke et al.3] [7], Hayashi et al[8], Deitenbergef9], Seki et al[2], Auracher
found that denser.frost layer was formed on a Ipwer energy SWin) and Sahif11]. Designers may employ literature data on
face, th"?‘?‘ on a hlg_her one, 1.e., on hydrophobic rather than st properties, because they are under investigation for more
hydrophilic. It is believed that different shapes of frozen dropletg o paif century, but different expressions give various results

on surfaces with different energies are the Imain reasondforbforn}g-r the same input conditions. Moreover, influence of dynamic
tion of various frost structures. Frost visualizations made by T . L ' S
et al. [4] and Hoke et al[3] confirmed predictions about Iarger%%ntact angléDCA), i.e., the quantitative characteristic of surface

; . . hydrophilicity, is hidden.
diameter of water droplets formed on hydrophilic surface du”ngyObjectives of the present study on frost phenomenon(a)eo
investigate the effect of surface energy on frost thickness, mass,
gensity and thermal conductivity; ar@) to develop test tech-
nique and obtain local values of frost thermal conductivity.
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2 Experimental Apparatus plates with known DCA were embracing thick one, which was
ade by welding method from aluminum alloy. The length of test

The schematic diagram of experimental set-up is shown in Fi émple in airflow direction was 100 mm, and its width and thick-

1(a). It consisted of three independent parts: a psychromet ; ;
chamber, a coolant supply loop and a wind tunnel with te ss were 300 mm and 20 mm, respectively. To provide co_olant
sample. The psychrometric chamber included an air-handling u v there were f%‘.” _rectgngular channels with cross sectional
with compressors, a 10 kW humidifier and 7 kW heaters and Flea of 10X 10 mrhinside internal thick plate. Also ten grooves

air-sampling unit. Three compressors with the capacity of 1.5, 2/4€ engraved on its both surfaces for installation of 0.127 mm

and 4.0 kW were available, and appropriate one could be selecﬂ%ﬁmeter T-type thermocouple¥T-T-36, OMEGA). After instal-

to provide the desirable chamber temperature withfr-+20°C  1aton_thermocouples were covered by thermal page500,

with RH from 40 to 80 percent. Airflow humidity was controlledP?OTITE) with thermal conductivity of 30 Wi K). Then two

at two points: at the entrance of the wind tunnel and after the td&fn external plates made of aluminum alloy on which frost de-
sample. For this purpose dry and wet air temperatures were megsited during a test run were attached to the central plate. On
sured by platinum resistance temperature sensors, @0D (), each side of test sarr_lple th_ere were five thermocouples and the
CHINO), with the accuracy of-0.05°C. Airflow velocity was averaged value of their readings was assumed to be the cold plate
obtained according to ASHRAE standdit2] employing nozzle temperature. Grooves did not intact external plates and no influ-
and pressure drop measurements along it. Blower at the rear [#i1g¢e of thermocouples installation on frost deposition was ex-
of the wind tunnel was connected to power supply through coRected therefore. Uncertainty in temperature measurements was
troller and an inverter in order to control fixed rotations pewithin 0.05°C, but uncertainty for averaged surface temperature
minute of the motor and, therefore, constant volume airflow rawas =0.4°C due to temperature glide between coolant entrance
during the whole test run. and exit.

The wind tunnel was made of a transparent acrylic material The sample was jointed to coolant loop with one-touch fittings
with thickness and length of 10 mm and 1500 mm, respectively.and coolant temperature at the inlet and outlet of the sample was
had inlet mesh for smoothening of airflow. Airflow passage crosontrolled by RTD for future heat flux calculations. Cooling sys-
section of 120 mmx300 mm was divided in the middle by 20 mmtem provided the maintenance of cold surface temperature in the
thick acrylic plate with the test sample. Frost deposited on thiange of —25~—5°C. At the beginning of every test run plate
both sides of the sample. The coolant supply loop containedtemperature was equal to room one and then decreased rapidly as
stainless steel bath with heaters and heat exchanger connectedaol@ coolant flows through the inside channels of test sample.
low-temperature refrigerating unit. Such a design provided maiRinally, it had reached the desired level within a minute.
tenance of constant coolant temperature in the range f&Mto Four fine thermocouple€COCO-001, OMEGA with 25 um
—5°C with the accuracy of=0.2°C. A stainless steel pump and adiameter electrodes were used for acquisition of temperature pro-
mass flow meter were used to obtain constant coolant flow rafée along the frost layer for frost thermal conductivity measure-
The coolant was the mixture of water and ethylene glycol by 50 taents. They were located in different points within 4 mm above
50 percent in weight. the cold surface as shown in Fig(b) and visualization system

Test sample had simple design as shown in Fib):1two thin consisted of CCD camei@X-1, SONY) with 25 times magnify-
ing lens and computer was employed to confirm their exact posi-
tions. Locations of thermocouples were obtained repeatedly five
times at the beginning of every test run and averaged value was
employed during test data processing. The moment when junction
would be covered by frost particles was under control by means of
visualization system and when less than 50 percent of junction

Air duct Test sample Blower Nozzle

38 surface were in direct contact with the frost structure temperature
2% measurements were assumed to be not reliable and were excluded
= from future data processing. All temperature sensors of the experi-
- mental set-up were connected to a hybrid record#R2400,
pemmr— - Codiester  YOKOGAWA), which was a part of data acquisition system of
¥ S .ccncamera IBM compatible personal computer with possibility to obtain and
Fuimp ‘;l‘:;‘:;‘;;‘:“ Data || Control save data every 3 sec.
rG ] a“:‘y“s‘f:‘n"“} panel For frost thickness acquisition was applied sensing method with
—~ non-standard device consisting of acrylic basement and digital
(@ caliper with the 25um diameter wire as a sensor as shown in Fig.
1(b). In present study maximum detected value was assumed to be
I | pigital caltipers a frost layer thickness, and it was obtained for the central area of
External plates Internal plate the sample within the circle of 20 mm in diameter. The process of

measurement and the moment of touching were also controlled by
the same visualization system. Acquisitions of frost thickness with
the accuracy of+0.03 mm were conducted for 30, 45, 60, 120,

Fine thermocouples Sensor wire Thermocouples  Frost layer
in grooves

Flow straightening mesh

=
\

E‘ k (\ i \ / _____ 180, and 240 minutes. Frost images were taken by CCD camera.
i %X 5 ‘e, w/' g Simultaneously the weight of the sample with deposited frost was
E L t \ q‘“:'““ JZ| L J obtained with the help of precision scdlEP-2KS, OHAUS after
Sy =)\ w1/ w1/ [ frost deposition; then it was dried by fan and weighed again to
i g J ( calculate pure frost mass deposited. The accuracy of the measure-
i Ry J A ments was+0.00001 kg.
: ——— Xh \ TR TP Three types of plates with known dynamic contact angles
oo Vs e b ) oo el (DCA) were tested: aluminum plate coated with lacquer with
(b) DCA equal to 88 and aluminum plates treated by means of a new

advanced plasma polymerization technology suggested by Koh
Fig. 1 Schematic diagram of test apparatus: () setup, and (b) €t al.[13] for improvement of surface wettability. During poly-

design of the test sample with location of thermocouples and merization the hydrophilic ions were moving in electric field to-
design of the sensor for frost thickness acquisition wards the surface until they became tightly linked with it. Hydro-
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Fig. 2 Flow patterns on different surfaces

DCA=55 deg (pools: water forms small pools on the surface
droplets can be observed on the surface
(nearly uniform: few frost crystals have large dimensions

(d)

contains large crystals ).

((a), (b), and (c)—water spray results; (d), (e), and (f)—initial frost after 2
min of generation ): (a) DCA=23 deg (uniform: water forms a thin film on the surface, which can't be observed ); (b)

); (c) DCA=88 deg (droplets: water in a form of small

); (d) DCA=23 deg (uniform: frost deposits as a thin film ); () DCA=55 deg

); and (f) DCA=88 deg (rough: fronts layer obviously

philic particles attracted water molecules and distributed thedistinguished on the surface with DGA8, while they were com-
uniformly along the surface, making therefore the whole surfadened together on the surface with DEAS and, finally, turned
hydrophilic. After modification surfaces had DCA equal to 23 anthto uniform water film on the surface with DGA23. Similar

55. The advanced DCA was measured according to the Wilhetnrend was observed for frosting: large crystals were usual for the
plate method by means of SIGMA 7SV, 77000B). During surface with lacquer coating, but uniform frost was on plasma
measurements test sample was moved into water with constaeaited one with DCA equal to 23.

velocity downward to the gravity direction. The tangential angle

of the water to the surface made during this period is called the 20
. . 4—-3.87 mm
advancing DCA. All forces acting on the sample, such as the 3-3.15mm
gravity, buoyancy of the sample, surface tension and the force of @ 10 iy e
sustain the test sample should be in equilibrium. Advancing DCA E i 0-0.00 mm (Wall)
can be calculated during processing of test data. Shin ¢14]. B 4
described entire test procedure in details. Figure 2 illustrates the g -10 / -
behavior of sprayed water and initial frost after 2 min on the & / 1
surfaces with different DCA. A lot of individual droplets can be 20 -\ \ / 0
30 4 \
0 50 100 150 200 250
Table 1 Test conditions \ a) ione, matn
Air Inlet dry bulb temperature, °C 12.0
Inlet wet bulb temperature, °C 7.0 g ¢
El
Air velocity, m/s 1.57 ) 3
£
Air Reynolds number 9000 32
Relative humidity, % 481 £
Absolute humidity, kg/kg' 0.0042 0
0 50 100 150 200 250
Plate Surface temperature, °C -22 Time, min
b,
Advanced DCA, degree 23,55 and 88 }
Water + Flow rate, kg/s 0.0139 Fig. 3 Results of direct temperature measurements: (a) tem-
perature distribution inside frost layer during frost deposition
Ethylene glycol | Mass concentration ratio 50: 50 on the surface with DCA =88 deg, (b) test data on frost thick-
ness versus time
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Fig. 4 Frost test results:  (a) thickness, (b) mass deposition, (c) density, and (d) thermal conductivity

Test conditions are summarized in Table 1. Ambient conditions Two values of effective thermal conductivity were obtained in
were similar to those in which evaporators of home refrigeratopsesent study: average and local. For applied calculations and for

operate. ' ) _ comparison with available literature data the average value of
Measuring techniques from literatures for frost properties agnermal conductivity was found. For better understanding of frost
quisition are given in Appendix 1 for comparison. deposition phenomena local values of thermal conductivity were

under investigation and frost layer was divided into sublayers,
3 Processing of Test Data and Uncertainties of Mea- formed by each two neighboring thermocouples. Maximum num-
surements ber of the sublayers was four when frost layer exceeded 4 mm.

) ) ) For any thin sublayer thermal conductivity was assumed to be
Frost thickness and mass were obtained by direct measureme@jgstant and was obtained by means of same equatibns

with uncertainty for the thinnest frost layer of 1.03 mm=a8.4 54 (2).

percent. Deposited frost mass was calculated as a mass divided bygmperature measurements were most crucial for thermal con-
sample area and for the smallest frost mass of 5.46 g uncertaiffy.yity calculations. Typical temperatures versus time depen-
was *£0.18 percent. Further division by frost layer thmknesﬁences for thermocouples located inside the frost structure and in

would give frost density with uncertainty 2.5 percent. - s
. - ; the cold plate are shown in Fig. 3. Position of every thermocouple
Effective frost thermal conductivity was obtained by steady- 8tion was carefully measured before every test run with the

state method based on Fourier equation. Frost layer was assume . ) -

as a plain wall with certain temperatures at the boundaries. H p of the sam? measuring tool as for frost thlckness acquisition.
flux rate was obtained by means of thermal balance equation e_rmoc_ouples readings were very unstable untl the mo;t part of
coolant, while frost surface temperature was measured by filil junction was completely covered by frost. Therefore air move-
thermocouples located as described above. The following eq(€nt beside rough frost—air interface should be considered as

tions were applied for calculations: developed turbulent flow with vortices and extremely thin laminar
sublayer. Location of thermocouple in parallel to the cold surface
q was the only way to conduct accurate temperature measurements.
K==, @ i
[(Ters—Tp) 5] Plate temperature was measured by thermocouple located in the

plate just below these four fine thermocouples.
Coolant flow parameters were recorded and processed simulta-

cp, coomcool( TC,cooI,outf TC, cool,in)
' neously with heat flux versus time dependence as a result. Uncer-

0= . @)
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()
) N - The shapes of frost generated on different surfaces after 2 min-

Fig. 5 Distribution of local frost thermal conductivities along utes of test time are shown in Figs(d2—(f). Regular and very

the frost layer during 240 min test run. (a) DCA=88 deg, L

(b) DCA=55 deg, () DCA=23 deg. small crystals are generated on the low DCA surface, while ir-
regular and large crystals are generated on the 88 deg of DCA
surface. It seems that the difference comes from micro droplet

tainty in coolant temperature drop measurements wa€02°C generation. During first few moments of frost deposition, drop-

and for coolant flow rate measurements it waB.0002 kg/s. The WiS€ condensation occurs on the high DCA surface as was shown

uncertainty of measurements of the lowest heat flux was withﬁ% Fig. 2(c). During further formation of a frost layer mass transfer

+4.8 percent. eside the Iarge. ice crystals bgcomes more intensive .than that.of
the other frost-air interface. This happens due to the difference in

Uncertainty for thermal conductivity values was percent. L . o
Measurements of ambient conditions were provided with tHQermaI conductivity between ice and frost, which, in turn, results

following accuracy: for relative airflow humidity uncertainty was" lower temperatures of large crystals. Larger temperature differ-
: ence between crystal surface and bulk air is a reason of larger

+0.5 percent and for volume flow rate it was0.02 m/min. - ; A -
water vapor concentration difference, which is a driving force for
4 Experimental Results mass transfer. Therefore the irregularity of the frost thickness on a
higher DCA surface is increasing with time. In contrast, wider and
4.1 Frost Thickness. Figure 4(a)shows frost thickness as more filmwise-looking droplets are generated on a lower DCA
the function of test time and DCA. The current test data are esdrface at the initial stage. They may cover almost the whole
closed between results obtained by Brian e{®h] and by Kim surface easily and accelerate uniform crystal growth from the very
et al.[16]. Frost thickness rapidly increases with the increase béginning of frost formation. Meanwhile the frost on the surface
test time within 60 minutes, and then its slope turns to be gentleith the high DCA continues to grow. Frost itself has sufficient
It looks that frost layer begins to grow relatively faster on a higheéhermal resistance and with its growth, frost surface temperature
DCA surface. The frost thickness on the surface with 23 deg bécomes nearly uniform accelerating, in turn, uniform frost depo-
DCA makes up only 76 percent compared to that with 88 deg sition. Frost layer irregularity, inherent to initial crystal growth
DCA after 30 min. of frost deposition, but increases up to 9p@eriod, is decreasing. Minor differences in frost thickness among
percent after 120 min. Same trend occurs for the 55 degreessaffaces can be found after 120 minutes.
DCA surface. Minor differences in frost thickness among surfacesEquation (3) represents relation between frost thickness and
have been found after 120 minutes. influential factors such as test time and DCA of the surface. The
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Fig. 7 Typical frost profiles:  (a) droplet freezing, (b) crystal growth period or
frost columns growth, (c) three-dimensional growth of frost structure, (d) seep-
age period, and (e) images of frost structure for 30, 60, 120, 180 and 240 min of
frost deposition on surfaces with different DCA

measured values of frost thickness were correlated by thé3tq. 4.3 Frost Density. Figure 4(c)represents frost density with
with the accuracy oft6.5 percent for 90 percent of test data. regard to test time and DCA. Frost density increases with the
0.6054-0. 00154 DCA increase of test time, and the results are larger than test data ob-
8¢=(0.0852+0.00134DCA) - t* : " (3) tained by Brian et al15]and Kim et al[16], but lower than that
4.2 Frost Mass. Figure 4(b)shows frost mass according tore_cel\éedl_ bh{l Hlayashl 'e;[I a[Br]{ H%v_\;evaar, . Ha¥r?§h't ettal. main-
test time and DCA. Frost mass linearly increases with time aigned slightly larger airflow humidity during their tests.
test data are in agreement with Brian et[d5] and Kim et al. Denser frost is formed on a lower DCA surface at the initial
[16]. Frost mass deposition on investigated surfaces does not §i29€ Of frost generation, but it becomes nearly the same as frost
fer sufficiently and it may be concluded that mass transfer coeff€nerated on high DCA surface after 120 min. Frost density data
cient is not a function of DCA. for 55 deg of DCA surface lies in the middle of them. It seems
For the frost mass 90 percent of test data are correlated with hat the strong effect of DCA on frost density continues for 120
accuracy of+6.3 percent with the values calculated by means &fin. from the beginning of frost deposition, and then effect of

Eq. (4). surface energy becomes weaker. However till the end of four
hours test run frost layer on 23 deg of DCA surface remains
m;=0.0052 10861 (4) slightly denser, than that on other surfaces.
Journal of Heat Transfer FEBRUARY 2003, Vol. 125 / 89
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Fig. 8 Classification of test methods for frost properties study: (a) for frost

density, and (b) for frost thermal conductivity

Analysis of frosting phenomenon shows that during initial pesery small due to high porosity of frost matrix. Later, after two
riod of frost formation the shape of micro droplets depends drours of frost formation, the layer may be still porous, but struc-
surface energy and the process of frost growth is affected hye is changing and becoming more complicated due to frost
DCA. It means that growth of crystals is going in different waygparticle formation in all directions. At that moment the role of
and is strictly controlled by surface energy. But when frost thickrost matrix and conductance become more important for heat
ness reaches some certain level and frost-air interface will be digansfer.
tanced from cold surface itself, frost formation will be rather af- After two hours of frost deposition differences in frost densities
fected by environmental conditions than by any surfacgre decreasing as may be seen in Figd)4However thermal
characteristics. conductivity values are always higher for plasma-modified sur-

Average frost density is correlated with test time and DCA witfaces. This phenomenon should be also explained by differences
the accuracy of+10.4 percent for 90 percent of test data byn frost structure: surfaces with lower DCA provide formation of
means of Eq(5). the frost layer with larger contact areas between frost particles and

_ 0.0479 DCA0-4357 internal contact thermal resistances for such a type of a structure
Pr.ave= (109.53-45.5410g DCA) -t ®) are reduced. One may also see that average effective thermal con-

4.4 Frost Thermal Conductivity. Test data for average ductivity had increased by nearly four times after four hours of
frost thermal conductivity versus time are presented in Fig).4 frost deposition and this tendency was observed for surfaces with
Present test method provides measurements of effective haifierent DCA.
transfer coefficient described by Hayashi et[8l. It is generally ~ Analysis of Fig. 5(a)-5(b) shows, that lowest local frost ther-
believed that thermal conductivity strongly depends on frost demal conductivity will be for the thin layer second from the wall
sity. However in present investigations thermal conductivity foand higher values will be for the layer beside the cold wall and for
frost layers on surfaces with different DCA show smaller differthe outer layer. Difference between thermal conductivities along
ence than density do during first two hours of frost growth: 1the frost layer is about three times and it remains the same during
percent and 39 percent, respectively. The reason may be foundiiihfrost growth period, if seepage regime does not occur as it was
the specific structure of frost during initial period of frost growttin present study. For every layer thermal conductivity increases by
on surfaces with low DCA. Ice crystals, forming the frost layer30~50 percent after four hours of frost growth, but initial distri-
have different shapes, but they are still located in a sanbetion does not change: inside layers have smaller thermal con-
manner—separately. At the beginning convection and diffusiviguctivity than embracing ones. This phenomenon is caused by
contribute to heat transfer, but influence of the conductance peculiarities of frost deposition mechanism and may be explained
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in a following way. Closely beside the wall the densest frost sub- u
layer with frozen droplets of pure water is located and, respec- W =

velocity, m/s
absolute air humidity, kg/Kg

tively, frost thermal conductivity is the highest; but next sublayer  x = distance from front edge of the plate, m
is formed on a previous.or.]e, like on the pasement, and.it CO”Siéﬁeek Symbols

of a large number of thin ice columns with differences in shape. ) )

The second layer should have high porosity and due to its inter- @ = void fraction

mediate location water vapor supply from moist air is hampered; & = thickness, mm

that is why its thermal conductivity is relatively small. Outside ~ p = density, kg/m

frost sublayer has the highest thermal conductivity when frost ¥ = kinematic viscosity, s

deposits on plasma-modified surface with DEB5 deg. For sur- sypscript
faces with DCA=23 and 88 deg there are the same values for the
third and the fourth sublayer. It should be mentioned, that only
after four hours of frost deposition frost layer exceeds 4 mm level
and it was possible to use the readings of the forth thermocouple.
For average frost thermal conductivity the small decrease was
detected during initial period of frost growth as may be seen in
Fig. 4(d)and Fig. 6(a). This phenomenon needs more thorougf®™

at =
ave

col
p

investigations, but it is insignificant for the equipment operating in ogl B

humid environment for the long time. Finally, for all test data the : _

average frost conductivity was correlated by the following expres- f B

sion with the accuracy of-10 percent for 90 percent of test data r.s _

(Fig. 6(b)). i _

K¢ ave= Cpca- (0.0448+4.426 107 8. p), (6) in =

out =

whereCpga=1.09-8-10"5. (DCA—55). “p -

Equation(6) may be applied for surfaces with the values of par =

DCA within 23~88 deg. _
perp

5 Conclusions w =

st =

In the present study, the effects of test time and DCA on frost
properties for fixed test conditions were investigated. All measure-
ments were accompanied by visual observations in order to ¢

= air

atmosphere

average value

mark the process occur due to conductivity

ice column

composite

coolant

mark the process occur due to diffusivity

frost

frost surface

gas

ice

inlet

outlet

plate

orientation of frost crystals is parallel to the plate
orientation of frost crystals is perpendicular to the
plate

water vapor

standard conditions: atmospheric pressure is 101.3
kPa and temperature is 0 deg. Celsius

OoN- .
. 2 . ndix 1
firm exact positions of sensors and increase accuracy. Res(ﬁgpe d

were in proper agreement with literature data. Frost Pr

operties Measurements. In spite of years of frosting

High DCA surface showed the presence of irregular and rougfudies and numerous test techniques researchers didn’t come to

crystals during the initial period of frost deposition, which re-

sulted in high frost thickness and low frost density. On the con-
trary, low DCA surface showed uniform and regular crystals re-
sulting in low frost thickness and high density. The surface
characteristics played an important role during initial stage, but

the effect became weaker as frost grew. Finally, environmental 06

conditions dominated the frost growth after 120 min. of test time.
Values of average and local effective frost thermal conductivi- 0.4

ties were obtained by means of indirect test methods. It was found

that variation of local thermal conductivity along the frost layer &

was significant. Frost layers close to the plate surface and to frost-g,
air interface had highest thermal conductivity while for inside =
ones it was two or three times smaller. Such a difference remained g
constant during the whole test run, though absolute values of frost-&

Al3

O DCA: 88°
O DCA:55°
A DCA:23°

thermal conductivity were growing. _‘g’
§ 0.1 1
Nomenclature '?'Ec
. 2 = 0.06
A = cross sectional area,”m L
Asample = area of the sample, = o4
C, = specific heat during isobaric procesgkd/K) E :
Dy = hydraulic diameterDy=4-A/P, m
DCA = dynamic contact angle, degrees
Fo = Fourier number from Mao et g21] 0.02
Lsw = latent heat of sublimation, J/kg
= frost thermal conductivity, W K)
p = pressure, Pa
P = perimeter, m 0.01
R = Ideal gas constant, (& kg)
RH = relative humidity, percent
Re = Reynolds number, ReDyulv,
t = test time, minutes
Tc = temperature, C ductivity ve
T, = temperature of water triple point, 273.16 K ture expres:

Journal of Heat Transfer

25

40 60 100 200

Frost density, kg/m’

Fig. 9 Comparison of present test data on frost thermal con-

rses frost density with predictions based on litera-
sion
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Table 2 Expressions from literature

N Equations Density limits References.
Al k, =k, o, + k-(1-a,) Continuous ice Deitenberger,
phase in frost 1983
A2 1 (1 —a ) a. Simplified from | Le Gall et al,
1_¢ 1-C |7 =% %
. = P + I N a i Auracher, 1983. | 1997
s r ery _ _ . .
o ek, =(l-a,) k, +a K
A3 k, =0-132+3'13'10_4Pf +1.6~10’7p§ 50 ~400 kg/m’ Lee et al, 1997
A4 |k =0.024248+0.00072311p, +0.000001183p% | <573 ke/m’ Yonko and
Sepsy, 1967
AS k[ = 0‘001202;7;'”3 < 500 kg/m’ O’Neal and Tree,
1985
5 -
AS | g —-8.71.107 +439x107 - p, +1.05x10°-(p, | 30~ 680 ke/m" | Ostinand
Anderson, 1991
A7 0.202: p, -{1- p, /1860 < 500 kg/m® Oscarsson et al,
k, = 0.202: p; {1 p, /1860) E=204 for Re<2600;
E-0189 p; 1990
E=295 for Re>5200; E=218 for Re=3000.
A8 25~130kg/m” | Brianetal, 1970
k, =3.6x107-[1, [ +3.22x10" «[%44025]‘[%]'“ ¥
Modified to SI
A9 L,PuP 20 ~250 kg/m* | Sahin, 2000
k,(T)=0.131.10" - (1~q,, ) —brars_
s col -
T:,MRAZTlO&
exp| Lwfl 1 +1.202-107 x
RAT, T
Ao (L) + (1= @, )(1.0465+0.017T)-107°
5y
AverageézL I 1 dy
ko 8p gk, (T)
A0k =a, kA=) Ko, <450 kg/m’® Hayashi et al,
k i +1
e - Erp-@Ehndty) 1977
K comp n a a-1
Pr—P
e ol BT
(= _1)(1)0‘666 i g
k z
&
D= o.ogsw(i)“ﬁ“
p 273
dj
ke =k, in( Py Loy
¢ RT p-p, dT
All B ~0.37 <200 kg/m’, Mao et al, 1992
ky =0011xk x| =—|  x(@}™
Dy, turbulent
0.216
< 273'16_Tp x Re! ™ x Fo%s%
T, -T On
a 14
Al2 1 50 ~ 800 kg/m® | Auracher, 1987
k,=k.+k =
r=fethe ke ¢, 1-C
k k -1.28
- perp par
ky = Lﬂf—‘l‘m .1.958-10°° &[Z.J
P, ~058-p, P,
145
x exp| 24.02 ~ 8145 C, =0.042 +0.42-0.995”
T 1
— s 50 ~550 kg/m® | Deitenberger,
Al3 k, = func(p,,T,), = T k) dT KT, ~T,) %) g/m eitenberger,
’ 1983
Al4 0.0085- p%" -1 - (1000- W )" 50~250kg/m® | Kimetal, 2000
£ = T1.66-0.205u, +0.045 -1

*Deitenbergef9] gives detailed description of this expression in his original paper.
Data from Refs[23-26 included in table.
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Table 3 Reliability regions for expressions from literature

Eq. T, °C W(RH)kghkg (%) | T,,°C u,, m/s Re &
k,
A3 -15 50~ 80 % +25 0.5~2.0 20%
A4 | -7.8~-30 0.007 ~0.0161 +21.1~+2238 20%
A5 | -14~-28 0.007 ~0.014 +15~+30 5700~ 13900 | 20 %
A6 |-65~-199 [31.1~751% +203~+212 (3.0 30 %
A7 |N/a N/a N/a 2600 ~ 22000 | 20 %
A8 [-9~-17 0.0035 ~ 0.005 +1~+34 4.0~10.0 5100~ 14700 | 10%
A9 |-5~-25 0.003 ~ 0.007 +13~+23 2500 ~ 6000 | 30 %
A10 |-5.1~-18.6 | 0.002~0.010 +25 2.0~6.0 30 %
All |-5~-15 0.004 ~ 0.010 +15~+23 1.15~2.67 3000~7000 |10%
Al2 [-5~-50 Assumed to be universal for large range of ambient conditions 20%
Al13 |-5~-193 50 %
Al4 [-15~-25 [60~80% +15~+25 ‘1.0~3‘o ‘ 5%

Equations (A1) and (A2) may be applied to any conditions, if air or ice void fractions are given

and C; is known.

the consensus about what frost thickness should be considered@ttrolled by visualization system. Dependence on frost rough-
actual frost layer height. As shown in Fig. 7 frost surface is venyess for accuracy is a weak point of the method.

complicated and inconvenient for measurements. Meanwhile layer ) ] )

thickness effects accuracy of all frost properties and comparing ofFfost Density. To obtain frost density mass and volume of the
test data from literatures becomes a difficult task. Another progeposited frost should be known. Methods for mass acquisition
lem is related to the choice of the parameter to be maintaineddifier by frost samples and conditions of weighing. Usual practice
constant value during a test: plate temperature or heat flux rateislinterruption of frost test for measurements. Rarely, as Ostin and
constant value of heat flux is maintained, the cold plate temperanderson[19] did, sample was weighed during a test run with
ture will change due to changes of the frost thermal resistanggeighing machine being a part of the test set up. In some studies
Whereas if cold plate temperature is constant, the heat flux raienass of small sample scratched from the surface was measured,
will be changeable due to the same reason. This dilemma is Ugld-Takura et al[18] described, whereas Mao et §20,21]em-

ally decided in favor of constant plate temperature, because oj5yed more complicated technique with fourteen removable discs
eration conditions of real refrigerating equipment are charactggiajieq into the cold plate at different downstream positions in
ized by more or less stable temperature of saturated refrlger%

Pler to investigate how frost distributes along a plate. At the end
and, consequently, stable temperature of the evaporator. EXp%?"eve test run discs were carefully removed and accumulated
mental methods for frost studies are classified in Fig. 8. ry iy v umu

frost was analyzed.

Frost Layer Thickness. Available methods are divided into . .
contact and noncontact ones equally applied by the researcher&."0St Temperature. Frost surface temperature is employed in

Noncontact methods look more promising for application to fro§@lculations of thermal conductivity as one of the boundary con-
thickness measurements and based on different techniques incRitions. Some researchers assume it to be equal to zero deg in
ing gamma and beta rays or lasers. Unfortunately their applicatiGilsius or to water triple point temperature, as Mao ef2dl] did,
needs additional study of the method itself due to sensitivity feut such an assumption looks reliable for relatively high tempera-
tests conditions and even after calibration the reliability of nonures of cold plate with thick frost layer and airflow temperatures
contact methods is the main concern. Besant dtl&@l}employed above zero degrees in Celsius while for other conditions it may be
laser beam technique with the laser beam directed in paralleligt true.

the frost surface. During measurements part of the beam was ocseveral ways are accessible to measure frost-air interface tem-
cluded by the frost and average layer thickness along the lasgiature. Kim et al.16]employed non-contact measuring system.
beam was obtained. Calibration of the system was provided i yever error related to uncertain frost emissivity values is a

SUbSt'tUt.'on of a knife-edge for the frosted surface and adjus“@\%ak point of test methods based on radiant heat measurements
of the micrometer over the laser beam. The reported accuracy was

25 um for laser beam with 2 mm in diameter. Method was re and the unknown value of frost roughness aggravates the uncer-

ommended for application during the initial stage of frost grow}l’f'nty. of the results. plrect measurements of fros.t temperature,

and was suitable to obtain the height of the large frost crystals. A|FScribed in the studies of Yonko and Sepsy], Biguria and

was motionless during measurements. Wenzel[22], Brian et al[15], Hayashi et a[.8], Ostin and Ander-
Simple contact method based on touching of the frost surfag@n [19], were provided by thermocouples as sensors and they

by fine thermocouple as a sensor was described by Hayashi etégre believed to be enough reliable if fine ones were used. The

[8] and Takura et al.18]. The contact between fine thermocoupl@bsence of temperature gradients beside junctions was essential

junction and frost surface, i.e., the moment of “touching,” wagor accuracy. For rough frost contact temperature measurements
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depend on the position of the junction: when only small part of it ~ Between the Substrate and Frost Through Condensate Distributiecihical

R ; : iahili H report, University of lllinois, Urbana-Champaign, p. 135.
\Ilél)\;;lvs in a contact with frost pamCIeS the re“ablllty of readmgs was [4] Tao, Y. X., Mao, Y., and Besant, R. W., 1994, “Frost Growth Characteristics on

. Heat Exchanger Surfaces: Measurement and Simulation Studieedamen-
To obtain temperature of the cold plate all researchers used tals of Phase Change: Sublimation and SolidificatiifD—Vol. 288, ASME,

thermocouples. New York; pp. 29-38.
[5] Yoshiyuki, T., and Akiko, I., 1992, “Anti-Frosting Heat ExchangeNational
Heat Flux. Heat flux is another important parameter for frost  Technical Report38(1), pp. 108—-113.
thermal conductivity calculations based on Fourier equation. Healt6] Ryu, S. G., and Lee, K. S., 1999, “A Study on the Behavior of Frost Formation
may be removed from the cold surface by coolant or by thermo- According to Surface Characteristics in the Fin-Tube Heat Exchanger,” J. Air-
X . . Conditioning and Refrigeratind,1(3) (in Korean), pp. 377-383.
elect_rlg _Unlt and tha_t fact determmes_ the methods fOI’_ heat flu 7] Yonko, J. D., and Sepsy, C. F., 1967, “An Investigation of the Thermal Con-
acquisition. The designs of the experimental set-ups with coolant ~ guctivity of Frost While Forming on a Flat Horizontal Plate,” ASHRAE
supposed calculations of heat flux through energy balance equa- Trans.,73, Part 1, Paper No 2043, pp. 1.1-1.11.
tion based on inlet and outlet temperatures at the coolant sidé] Hayashi, Y., Aoki, A., Adachi, S., and Hori, K., 1977, “Study of Frost Prop-

together with its mass flow rate. Examples of this approach may gg'(‘;j %%ffz'ggjg“{gth Frost Formation Types,” Trans. ASME J. Heat Transfer,

be found in studies by Yonko_and S_eds_&l' Hayash' et a|[8]’ 9] Deitenberger, M. A., 1983, “Generalized Correlation of the Water Frost Ther-
where also heat lost through insulation was obtained. In case of * mal Conductivity,” Int. J. Heat Mass TransR6(4), pp. 607—619.
thermoelectric cooling heat flux meters should be applied, as M&®0] Auracher, H., 1987, “Effective Thermal Conductivity of Frosftoceedings

et al.[21] did in their studies on frosting phenomenon. of the Int. Symp. of Heat and Mass Transfer in RefrigeratDabrovnik, pp.
285-301.

Frost Thermal Conductivity. Only few researchers, like Ostin [11] ts?fgn vAvi hZ'F'> ZQogvn“lEftfeJC“\'f‘e Tthﬁlf ma'TCC’“dS:C“V“V ggngSS;SDU"ng the Crys-
and Andersor{19], applied tran5|ept methOd based on uns.tead 12] AaSHI;OAE Stzrrllgaryd,nlég'z, f‘egtr:mczii:rsd l(/ell:thc.)% Ff)cr))r Laborato}y Airflow Mea-
state temperature measurements inside the frost layer, while oth-" g ements” ANSI/ASHRAE 41.2-198RA 92), p. 32.
ers, like Yonko and Sepsl7], Biguria and Wenze[22], Brian  [13]Koh, S., Han, S., Song, S., Choi, W., and Jung, H., 1995, “Improving Wetta-
et al. [15], Hayashi et al[8], and Mao et al[21], conducted bility of PolycarbonategPC) and Adhesion with Aluminum by Ar lon Irra-
steady-state temperature measurements along the frost layer and diation,” J. Mater. Res.10(6), pp. 2390-2397.
acquisition of heat flux through the frost layer with further calcu-14] Shin. J. M., Lee, N. G., Han, S. J., and Ha, S. C., 2001, “The Effect of Water
lations of frost thermal conductivity. All steady-state methods, re- G act Angles of the Fin Surfaces of the Fin-and-Tube Heat Exchangers on

" " 1= the Water Hold-Up,” J. Air-Conditioning and Refrigerating3(6), pp. 490
gardless to various test technique employed, suppose acquisition 496,
of frost surface temperature and thickness, cold plate temperatunég] Brian, P. L., Reid, R. C., and Shah, Y. T., 1970, “Frost Deposition on Cold
and heat flux with further calculations by means of Fourier equa- 6 Zunqua\c(ef: l?ﬁéeEnsg' iﬁﬁ”ﬂe Zurlld?%o%p"‘izslz_fge%imentm Study of Frost
t!on. The tranSIen.t methods are attractive du.e to their short durél_ GrthH Ascordiné ta Environn'”nen.tal.'Paramyeters onpa Flat Plamtegdings
tion. Constant or impulse heat flux was applied to a frost sample o saRek, pp. 98-103.
and temperatures in one or several points of the sample as a (€7] Besant, R. W., Rezkallah, K. S., Mao, Y., and Falk, J., 1990, “Measurements
sponse were monitoring. Frost thermal Conductivity was obtained of Frost Thickness Using a Laser Beam and Light Meter,” ASHRAE Trans.,
by substitution of temperature values into expressions obtain(?gg] 96, pp. 519-522.

f librati test ith ref terial Takura, I., Saito, H., and Kishinami, K., 1983, “Study on Properties and
rom calibration tests with reterence materiails. Growth Rate of Frost Layers on Cold Surface,” Trans. ASME J. Heat Transfer,

105, p. 895-901.

Appendix 2 [19] Ostin, R., and Anderson, S., 1991, “Frost Growth Parameters in a Forced Air
. o ) . Stream,” Int. J. Heat Mass TransB84(4/5), pp. 1009-1017.
Comparison of Frost Thermal Conductivity With Litera- [20] Mao, Y., Besant, R. W., and Rezkallah, K. S., 1991, “A Method of Measuring

tures. Test data on average effective frost thermal conductivity FFCZS; Density Using Flush-Mounted Removable Discs,” ASHRAE Trans.
. : _97(1), pp. 26-30.
f.rom ?reselr.“ StUdy Waz ck(])mpareld with tf}]]e preFjlctgd by Cl?rrel?zﬂ Mao, Y., Besant, R. W., and Rezkallah, K. S., 1992, “Measurements and Cor-
tions I’O!’Tl 'terature_ and the results a'_'e shown in Fig. 9_- A _COI‘_- relations of Frost Properties With Airflow Over the Flat Plate,” ASHRAE
responding correlations are collected in Table 2 and their reliabil-  Trans.98, pp. 65-78.
ity ranges are presented in Table 3. Equati@g®®), (A5), and(A9)  [22] Biguria, G., and Wenzel, L. A., 1970, “Measurements and Correlations of
match present test data with the accuracy abo2®~30 percent. ‘é‘g‘)ef gl Conductivty and Density” Ind. Eng. Chem. Fundam.
- . . ) » pp. 129-139.
Unsatl_s’facmry agreement with EC(SA;I.) and (AZ) confirms as [23] Lee, K. S., Kim, W. S., and Lee, T. H., 1997, “A One-Dimensional Model for
sumption that_ not only conductance is responsible for heat trans- " rrost Formation on a Cold Flat Surface,” Int. J. Heat Mass Trad8{18), pp.
portation within frost layer. 4359-4365.
[24] Le Gall, R., Grillot, J. M., and Jallut, C., 1997, “Modeling of Frost Growth
and Densification,” Int. J. Heat Mass Trans£0(13), pp. 3177-3187.
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Observations of Early-Stage Frost
Formation on a Cold Plate in
Atmospheric Air Flow

Chin-Hsiang Cheng

e-mail: cheng@ttu.edu.tw The present study is conducted to investigate the frost formation on a cold plate in

K -Hsien W atmospheric air flow by means of experimental and theoretical methods. In order to

eng-rnsien Wu provide observations for the early stage of the frost growth process, a microscopic image
) o system is used to record the pattern and the thickness of the frost layer per five seconds

Department of Mechanical Engineering, after the onset of frost formation. In this study, a multiple-step ascending frost growth
 Tatung University, pattern caused by melting of frost crystals at the frost surface has been observed. Effects

Taipei, Taiwan 10451, of velocity, temperature and relative humidity of air (\, nd ¢) are studied, and the
RO.C. surface temperature of the cold plat€,,) is also varied. The considered ranges of these

dominant variables are: V<13 m/s, 20 ,<35°C, 40 percent ¢=<80 percent, and
—13<T,,< —2°C. Thetheoretical model presented by Cheng and Cheng [22] for pre-
dicting the frost growth rate during the frost layer growth period is verified. Results show
that the predictions of frost growth rate by the model agree with the experiment data,
especially for the frost layer growth period.DOI: 10.1115/1.1513576

Keywords: Heat Transfer, Mass Transfer, Melting, Phase Change, Refrigeration

Introduction on the surface of frost layer, and the solidification of this part of
ély_ater vapor increases the frost thickness. Therefore, both the den-

Frost formation on a cold plate has considerable practical r ity and the thickness of the frost layer increase with time; how-
evance; however, the formation of frost could be desirable or u 'y ) o Y . !
ever, the transient variation of the mass fractions of these two

desirable depending on individual cases. For example, it is n

general undesirable to have frost layer formed in the aiB_arts of water vapor is still not completely clear. In addition,

o . . sed on the observations provided by Hayashi ¢tlal for frost
conditioning systems since the f_rc_)st formation on t_he heat transfé} stal structure and variat?on in fros:/thic)llmesséan?j density, the
surfaces not only results in additional thermal resistance but a rrgst formation process can be subdivided into three peri(it)s"
leads to additional pressure drop. As reported by Emery and S ystal growth period(2) frost layer growth period, an¢B) frost '
gel [_1], a 50 t_o 75 percent decrease in heat transfer and a_subs N full arowth period. Lately. two possible frovst rowth pat-
tial increase in pressure drop are caused by frost formation o %PS morgllotonic gnd C);C|iC w)gre rep%rted 'byti@ anc? Anderg-
E;]rgﬁ):é:tsui%\t (;xgit;nai?getrr.elr?daddltlon, recent results provided byson[lS]. The cyclic frost growth is attributed to the frost melting

In the past several decades, a number of studies have b‘g{ﬁpthe frost surface that indicates the beginning of the frost layer

performed to investigate the process of frost formafi®h How- growth perlod described by Ha_yas_hl et 4l2] Hovv_ev_er, .
ever, since the frost formation process is really involved, even nce the evidence of pattern visualization or the quantitative in-

the idealized cases of a humid air over a flat cold plate, a detailljmation is lacking, further investigation of the frost growth pe-
! riods is definitely necessary.

physical picture for the frost formation is still not clear. For ex- . .
ample, data provided by the previous studis 8] concerning the So far, the frost _formatlon process IS usuglly treated.a§ a phe-
omenon of large time constant and hence, in these existing stud-

air velocity effects on frost formation are not in agreemenf! . .
Schneidef4] and Sahir{5] found that the frost thickness is inde-'€S the frost growth data were recorded typically at a sampling
pendent of the air velocity, whereas diand Beef6] found that rate of 15 to 30 minutes per sampling fqr a rqther Iong dulratlon
a higher air velocity may cause an increase in average frost thidgY, 2 0 5 h). However, based on the existing information, it may
ness, especially for the downstream region in a parallel-pl concluded that the frost formation process consists of a number
chan,nel. O'Neal and Tre#,8] observed that the frost growth rate® periods having different features and characteristics. The frost
increases with air velocity only as Reynolds number is less thgHucture could experience a transition between one period and

15,900. At a Reynolds number higher than this value, the fro&fither in a short period of time; therefore, a long-duration mea-

growth shows no dependence on the Reynolds number. In adgiirément with a sampling rate of 15 to 30 min per sampling would

tion, it is noted that even for the air temperature effects, inconsfa2t Provide enough information for the rapid changes in the state
tencies between the existing reports are also found. $ahiand of the frost layer. This probably is one of the causes for the lack of
Lier and Beef6] observed a thinner and denser frost layer at etalled information regarding _the fros_t grovvth periods. There-
higher air temperature. However, O'Neal and Tf@éfound no 0T in the present study, a microscopic image system has been
difference in the frost thickness in a three-hour experiment.  PUilt up to observe the frost growth pattern and measure the frost

Secondly, during the frost formation process, the amount thickness per five seconds after the onset of frost formation. The
water vapor of the atmospheric air approaching the frost layer oPlication of this system can help avoid any omission for the
approximately divided into two parf®—11. One part of the wa- rapid changes in seconds,_whlch are highly expected durl_ng the
ter vapor enters the existing frost layer for solidification and iy stage. Thus, the cyclic frost growth2] can be further in-

creases the density throughout the frost layer. The other part régstigated in this study.
vy 9 4 P On the other hand, information about the frost layer has also

Contributed by the Heat Transfer Division for publication in tf@BNAL OF been collected by theoretical methods. A number of reports have

HEAT TRANSFER Manuscript received by the Heat Transfer Division November 10€€N presented for the growth of the frost layer during different
2001; revision received June 13, 2002. Associate Editor: P. S. Ayyaswamy. periods. The theoretical models are developed based on the mass
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Fig. 1 Experiment system

and energy balance principles and normally consist of a set Blexiglas plate of 10 mm thickness so that the frost layer can be
ordinary or partial differential equation®DEs or PDEs)plus clearly observed by the microscopic image system. The entrance
required property relations. The models proposed by Jones ammhtraction and the honeycomb sections are placed in front of the
Parker[10], Meng et al[14], Sami and Duon@l5], Padki et al. test section. The honeycomb section contains about 2000 subchan-
[16], and Sherif et al.17] are several cases dealing with ODEsnels, each with a length-to-diameter ratio of 34. The air velocity
Tao and coworker§l8,19]presented a two-stage frost formatiormay be varied in the range of 0 to 20 m/s by means of a frequency
model which is referred to a PDE model. Chen et[aD] pro- regulator connected with the fan motor.
posed a numerical model for predicting the frost growth on plate- The chiller is used to provide a circulation of the low-
fin heat exchangers by treating the frost growth as a porous metéimperature working fluid for cooling purpose. The working fluid,
that is transient, one-dimensional and including transient, twmethanol, can be cooled down to lowes20°C by the chiller and
dimensional heat conduction in the fins. In comparison with thten is circulated to the cold plate and the cooling unit assembly.
experiments, either the ODE or PDE kind of models leads tthe cold plate is made of coppé21220)with surface roughness
satisfactory resultf21] and provides a sufficient amount of dataof 0.57 um. The length and the width of the cold plate are both
not easily obtainable with measurements. Recently, Cheng aid at 56 mm, and the thickness is 6 mm. The cold plate is
Cheng[22] proposed an ODE-kind theoretical model which cafmounted on a cooling unit, through which the low-temperature
be used to predict the frost growth rate on the surface of a flgdethanol is circulated. The cooling unit is also made of Plexiglas
plate with varying surface temperature. More recently, the modghose thermal conductivity is sufficiently low so as to reduce the
due to Cheng and Cherig2] has been improved and extended teat transfer to the cooling unit from the surrounding. The cold
the analyses of frost formation for a stationary or oscillating cyjyjate is aligned with the bottom surface of the test section, and its
inder by Fang[23]. In this study, the theoretical model due tqateral faces are insulated by a bakelite layer. Figues 8hows
Cheng and Chenfg2] is further verified using the obtained ex-the design of the cold plate and cooling unit assembly. The tem-
perimental data. , , , perature of the cold plate is measured by eigkiype thermo-
Four dominant variables are considered herein: the air velocityples installed at eight different locations uniformly distributed

(V) and temperatureT(,) are varied within the ranges=V iy the cold plate. All the thermocouple probes are placed at the
<13m/s and 20¥,=<35°C, respectively; relative humidity of 30 |evel of 3 mm beneath the surface of the cold plate. Tem-
air (¢) ranges from 40 percent to 80 percent; and temperature Qi -t re data are recorded by a data acquisition syéiéodel

the cold plate Ty) is varied from—13 to —2°C. Selection of \; NetDAQ 2640A, FLUKE. The thermocouple wires are in-
these ranges is based on two reasons. Firstly, the ranges Of§ fied into the cold plate from its lateral faces and connected to

envirqnmentgl variables are related to the applicatiorjs 'in the MYz data acquisition system from under the bottom face of the test
ern air-conditioning systems. As a matter of fact, similar ranges, .o 1o eliminate possible disturbance to the air flow. Figure
have been taken into account in a number of the existing studi

Therefore secondly, the phenomena observed in this study may 5) shows the planar locations of the eight thermocouples in-
compared with those reported in these existing studies. stalled in the cold plate. The uniformity of the temperature distri-

bution on the cold plate surface has been observed based on the
temperature data measured by the eight thermocouples. In addi-
tion, two T-type thermocouples are mounted at the inlet and the
Experimental Apparatus. The experiment system in this exit of the cooling unit to measure the inlet and exit temperatures
study consists of a wind tunnel, a chiller, a cold plate and coolirgf methanol. The temperature data recorded by the data acquisi-
unit assembly, the microscopic image system, an image proces$orn system are transferred to a personal computer for further
a data acquisition system for temperature measurement, a theragalysis.
hygrometer, and a pitot-static anemometer system. The layout offhe microscopic image system consists of a CCD camera
the experiment system is given in Fig. 1. Experiments are péModel No. IK-624F, TOSHIBA, a zoom/enlarging lens unit
formed in the test section of a suction-type open-loop wind tunnéModel No. 29-95-92, OPTEM and a luminescence house/
The wind tunnel has a length of 5.5 m and consists of a contramanular illuminator unit (Model No. 29-60-02/29-60-31,
tion section, a honeycomb section, the test section, and a faRPTEM). The CCD camera and the zoom/enlarging lens unit,
section. The test section of the wind tunnel, which has a 3@thich is at maximum of 158 magnification, are mounted by the
mmx300 mm cross section and a length of 1.6 m, is made witide of the test section for taking the photographs of the frost

Experimental Apparatus and Procedure

96 / Vol. 125, FEBRUARY 2003 Transactions of the ASME

Downloaded 06 Dec 2010 to 141.219.44.39. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Table 1 Uncertainty analysis for measured variables

Variable Typical value Uncertainty™ Relative uncertainty
X 8x 3x/x
v 2.0~5.0 m/s 0.1 nv/s 2%
No. ltem 10.0~20.0 m/s 0.4 s 2%
1 T-type thermocouples (x8)

7 2 Bakelite layer [ 30%~50 % 2% 5%
3 Cold plate 50%~90% 2% 2%
4 O-ring
5 Cooling unit Ta 20~35TC 1.0°C -

6 T-type thermocouples (x2) . .

7 Inlet/Exit valve Tw -13~-27C LOC -
T; -20~0C 0.1C -
To -20~0C 0.1TC -
Xs 0~2.5 mm 0.007 mm 0.3%

* All values are estimated with 95 percent confidence.

Node Coordinate (mm)
1 (38,5)
2 (18,5)
i E:;ﬁ; transducer used in this study are 0.01 my@Hand+0.2 percent at
- Air s (18’ s1) full range, respectively. Note that the pitot-static probe is designed
’ to measure velocities in steady-state flow conditions and small air
6 8,51 velocity (less than 1.0 m/sis not measured accurately since the
7 (51,28) magnitude of the differential pressure developed by the pitot tube
y 8 (51,18) is small. In this study, the air velocity is varied between 2 and 13
(00 m/s, located in the valid range.
(b) Uncertainty Analysis. An uncertainty analysis has been car-
ried out and the results are summarized in Table 1. Uncertainty
Fig. 2 Cooling assembly: (a) cold plate and cooling unit; and may be caused by many sources. In this study, these sources are
(b) locations of thermocouples basically divided into four categories: environment-control uncer-

tainty, calibration uncertainty, measurement uncertainty, and data
acquisition uncertainty. The uncertainty interval for each mea-

formation per five seconds from outside. The annular iIIuminat(')SrurEd variable is estimated with a 95 percent confidence using the

; : ; . : : oncepts proposed by Kline and McClintd@4]and Moffat[25].
unit provides luminescence light for observation, having no appr%-. : : e . 4
ciable thermal radiation to the frost layer. A personal compute is observed in Table 1 that the relative humidity of air contrib

equipped with a color PCI frame grabber, receives the imag§ es by far the largest relative uncertainty in the entire experiment,

: o ; ecially for the cases of lower relative humidity. For the relative
taken by the microscopic image system. The images are analy u%idity ranging from 30 to 50 percent, the relative uncertainty of

‘Qe relative humidity measurement reaches a maximunper-

- S ) nt; however, only 2 percent is found for the relative humidity
developed by the image processor. A 1 mm objective microrul fgher than 50 percent. The relative uncertainty of the relative

manufactured by OLYMPUS is used as a standard ruler for ¢ IHmidity measurement is mainly caused by the uncertainties of

brating the microscale having a resolution of 1/150 mm per pix e environmental condition control and the accuracy of the mea-
scale in bottk andy-directions. Therefore, as the number of p'xegnpfrement instrument. The values listed in Table 1 involve all sig-

scales occupied by the area of the frost layer is determined w icant uncertainty sources and may be treated as the safest esti-
the image processor, the thickness of the frost layer can then tion of the uncertainty.

calculated.

. . . In addition, the relative uncertainty of air velocity measurement
The experiment system is placed in a laboratory room, and the Lo e :
conditions of the room air are controlled and varied by an aifz approximately 2 percent for full range in this study. This value

conditioning system. The relative humidity and the temperature gfpartlally contributed by the uncertainty of thermal properties of

the room air are continuously monitored by a thermo-hygromet nﬂ'irh;—gef rtct]rirnglﬁlrnpg?opuesrtlgii s?t]l( najeh%h ;t')rogﬁgs'tgg@gv%er dt?]t:r;j ata
Meanwhile, the relative humidity and temperature of the incomi 9 : '

air over the cold plate are measured by using another ther oqm different existing sources are somewhat scattered, and more-

hygrometer. The temperatures measured by the meters are ¢ ver, the uncertainty of temperature measurement could actually

pared with those measured Bytype thermocouples to ensure th roduce error in the determination of the properties. Thus, the
accuracy of the measurement. The relative uncertainty of the rel%_certamty of the thermal properties of air may be treated as a

tive humidity measurement reaches a maximiBipercent as the © mbination of a random uncertainty of the scattered data and

relative humidity ranges from 30 to 50 percent. The uncertainty ) cig L:Qac;erttﬁéntgn(éaet:tsa?gtbyotfhgirerécérngtter:;nera:grzmaetgsil;rtin:ﬁgt.
the temperature measurement§.1°C for full range. y Y propag

The pitot-static anemometer system consists of a pitot-staﬁgtermmatlon of air velocity since the air velocity is calculated by

with an image processdMATROX software, Inspector version
2.1). A software-based microscale having 150 pixels in 1 mm

probe and a differential pressure transducer. The pitot tLt8ein. 2AP
diameter, DWAYER)is mounted in the downstream area of the V= . Q)
a

test section to reduce possible interference with the air flow. The
differential pressure signal developed in the pitot tube is transmittherep, is the air density and P represents the pressure differ-
ted to the differential pressure transducer, and there this signakisce detected by the pitot tube.

converted to air velocity by performing a mathematical conver- According to Eq.(1), it is found that the uncertainty of air
sion. The resolution and accuracy of the differential pressuvelocity is a function of the uncertainties of the differential pres-
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sure measurement and the air density. The combining uncertai Frost
is calculated by applying the methods described by Mdf24t]. layer
The magnitudes of the uncertainties of these variables are bz full
cally reasonable and acceptable since in experiment some uny growth
dictable uncertainties may always exist inevitably. As a matter Crystal growth | Frostlayer growthperiod | period |
fact, the uncertainty of the benchmark experimental data may ve| | 7] |
by 10 percent, as reviewed by Cheng et[ab].

2mm

Results and Discussion

Frost Pattern.  Figure 3 shows the photographs for the fros
growth at different instants for the case ¥®t=2.5m/s, T,
=26.5°C, ¢=41 percent, and,,= —7.2°C. The crystal growth
period is first observed. Frost layer at the location of 30 mm frol
the leading edge of the cold plate is brought into focus of tt
microscopic system. The images are recorded per five sec; hc
ever, to save space only the photographs at several instants
provided in this figure. Small, isolated crystal columns grow in th
direction perpendicular to the cold plate in a short period of time
after start. In this period, the structure of the frost crystals is likeig. 4 Frost growth, for V=6.0m/s, T,=27.3°C, ¢=44 per-
a forest of trees, and the isolated columns grow at approximategnt, and T,=-—10.2°C
the same rate while no homogeneous frost layer is found. At the
end of the crystal growth perio@bout 60 sec from start for this

case), a thin frost layer covering the surface is formed. Then, hefrost surface temperature due to the frost growth. As the frost
thickness and the density of the frost layer both increase wifyface temperature reaches the melting point of frost, the melting
time. The extent of the frost layer increases while new frost crygearts. The melted water initially stays at the frost surface with the
tal columns continue to appear on top of the thin frost layer, anglnort of surface tension, and then suddenly penetrates into the
the density of the frost layer is increased by the formation @fosi |ayer. The water penetrating into the frost layer may cause a
crystal branches stemming from the crystal columns. This periQfight collapse of the frost crystals in the neighboring areas and
is referred to as the frost layer growth period. Note that for theay pe frozen to form an ice layer. The penetration of water into
case considered in Fig. 3, the tree-like crystal column structureyjg, layer causes a sudden increase in the frost layer density and a
always found at the frost surface during the frost layer growiy,qgen decrease in its thermal resistance, and then the frost for-
period. In Fig. 3, the frost formation process covers both the Crygiation on the frost surface occurs again. The process of melting,
tal growth and the frost layer growth periods. However, the frogleezing, and frost formation can be repeated several times for the
layer full growth period is not reached within 30 min. duration of a test. Therefore, the frost layer grows in a multiple-
When the air velocity ) is elevated greatly and the temperagio ascending manner. The environmental variables have pro-
ture of the cold plate becomes lower, a different pattern of frogf;ng influence on the frost layer pattern. For some certain cases,
layer may be seen during frost formation process. As displayedil frost layer may become “wet’ under intense melting. The
Fig. 4, for V=6.0m/s, T,=27.3°C, ¢=44 percent, andlw period with multiple-step ascending frost growth due to melting
=—10.2°C, a denser frost layer is formed on the cold plate Sl freezing of water is known as the frost layer full growth
face. Obviously, both the frost thickness and density are increasggiod. The above observations basically confirm the experimental
based on the visual inspection on Fig. 4. Ina short time a froglgits provided in the previous repoft<,13]for the frost layer
layer composed of the frost crystals and their branches covers g growth period. In Fig. 4, the photograph &30 minutes

cold plate, and this implies a shorter crys'gal growth period in th@early shows the frost layer wetted by the melting water.
case. Next, in the frost layer growth period, a smooth, uniform

frost layer grows gradually. The tree-like crystal column structure Frost Thickness. Figure 5 shows the effects of the surface
is still found at the frost surface, and the frost layer looks like temperature of the cold plate on frost thickness. In this case, the
dry, porous-medium layer. For this case, the frost layer growstelocity, temperature, and relative humidity are held constant at
ends at about 20 min. After this time, the thickness of the frost=4.2m/s,T,=27.3°C, and$=41 percent. Decreasing the cold
layer does not change significantly until the frost surface begins to

melt. The melting at the frost surface is attributed to the increase

0 mm

2.5

% [ | v=42ms

Crystal growth
| [mm] 2

Frost layer growth

|
-

2 mm

0 mm

0.25 0.5 1 2 5 10 20 30
t [min]

Fig. 3 Frost growth, for V=2.5m/s, T,=26.5°C, ¢=41 per- Fig.5 Effects of cold plate surface temperature on frost thick-
cent,and T,=-—7.2°C ness, for V=4.2m/s, T,=27.3°C, and ¢=41 percent

98 / Vol. 125, FEBRUARY 2003 Transactions of the ASME

Downloaded 06 Dec 2010 to 141.219.44.39. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



2.5
Xs V=23m/s
[mm] 2 0=76%
T, =-11.3TC

PR TR RN T S ST N GO VAN S T [N ST T PR N T T S AN D VO S

0 5 10 15 20 25
t [min]

30

Fig. 6 Effects of air temperature on frost thickness, for %

=2.3m/s, ¢=76 percent, and T,=-—11.3°C

plate surface temperature from7.2°C to —10.5°C leads to a
significant increase in frost thickness. For the caseTgt
—7.2°C, the frost thickness is 1.35 mmtat 30 min, whereas
—10.5°C, it reaches 1.56 mm during the test.

for the case al,,=
The same tendency has been reported in RBfs[6], [13].

Figure 6 conveys the effects of air temperature on the frost

thickness, for the case at=2.3m/s, ¢=76 percent, andr,,

2.5

Xs

[mm] 2

0.5

[ | ¢=42%
[ | T.=27.6C
[ | T.=-104C
B O V=42mis
A V=60m/s
;H..l....l\\‘.l..y\l....l..,
0 5 10 15 20 25
t [min]

Fig. 8 Effects of air velocity on the frost thickness, for
=27.6°C, ¢=42 percent, and T,=-—10.4°C

Xs

[mm]

—11.3°C. The inconsistencies between the existing reports con-

cerning the air temperature effects have been noted earlier. In Fig.
6, one observes only small difference in the frost thickness be-

tween the data obtained &t,=23.3°C andT,=28.4°C. The

comments for the results would be given in three aspects. Firstly,
the water vapor with higher air temperature arriving at the frost
surface may not be cooled immediately to a temperature below the

(b)

Fig. 7 Effects of air temperature on the structure of frost layer
for V=2.3m/s, ¢=76 percent, and T,=-—11.3°C. Photographs
are taken at t=8 min. (a) T,=23.3°C; and (b) T,=28.4°C.
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[ ¢=71%
| T,=27.1C
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Fig. 9 Effects of air velocity on the frost thickness of the

multiple-step ascending frost layer, for

cent, and T,=-—5.1°C

T,=27.1°C, ¢=71 per-
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| Table 2 Theoretical model presented by Cheng and

_— - [ v=100ms Cheng [22]
(mn] T.=28.6C o2 Frost thickness:
2 [ | Tw=-82¢ s dx, hy(®, —®,)
[ £ _
- di  x,-147.55exp[0.227(T, - 273.15)](d T, [d x,) + p,
15 | A@M o
[ Frost surface temperature:
- 1x, 4h dx hy(T,-T,)
T, === hy(ow, -0, )+p, —]+——2—=x_+T,
1 B SZkI[M(a s)pfdt] k, s +4,
Effective frost conductivity:
05 FA O ¢=41% k, =849x107"T}* +6.86x 107 (P, -0.025)T*
"k A 6=T3%
[ | | ’ | | Effective frost density:
R s 20 v 30 p, =650exp[0.227(T, - 273.15)]

t [min]

Heat transfer coefficient:
Fig. 10 Effects of relative humidity on frost thickness, for %4 Nu=0.664 Re”* Pr’
=10.0m/s, T,=28.6°C, and T,=—8.2°C

Mass transfer coefficient:

hy, =hH/cp,,, ( Lewis number=1)

freezing point; therefore, the water vapor may not be deposited
the frost surface to increase the frost thickness but enter the fr - gpecific heat:
layer for solidification. This could cause higher density but n ¢ =c¢ +@.c
remarkable difference in frost layer thickness. Figure 7 shov prooTR AT
evidence illustrating the effects of the air temperature on the frc
density for the same cases. In this figure, a denser frost layel
clearly seen at a higher air temperature.

Secondly, a higher air temperature causes a higher frost surfi
temperature; therefore, melting of the crystal columns arm
branches formed at the frost surface is easier to occur. When the
air temperature is further elevated, the multiple-step ascending
feature becomes more remarkable. Visual inspection based onfilie sec, and it is found that the sampling rate is able to avoid any
images recorded shows that melting at the frost surface leadsotnission for the rapid changes taking place in a test.
the multiple-step ascent. Thirdly, in Fig. 6, the values of the rela- Figure 10 depicts the effects of relative humidity of the air on
tive humidity of air are held constant for the cases considerethe frost thickness, forV=10.0m/s, T,=28.6°C, and T,
Hence, an increase in air temperature always comes along with-an-8.2°C. It is noted that as the moisture content of the air in-
increase in the moisture content of the air. In this aspect, the freseased, there is a corresponding increase in the frost thickness. In
thickness seemingly has a tendency to increase particularly wheddition, the multiple-step ascending frost growth pattern is ob-
melting of water does not occur. All these factors lead to a corgerved clearly a® is elevated to 73 percent.
plicated nature of the frost that may cause these inconsistencies
found in the literature. Comparison Between Experimental and Theoretical Data.

Data provided by the previous studigs—8| regarding the air The measurement data of frost growth are compared with those
velocity effects on frost formation are also not in agreemenpredicted by the theoretical model proposed by Cheng and Cheng
However, it can be expected that the heat and mass transfer to[®2] so as to verify the validity of the model. This model was
frost layer may increase with the air velocity and therefore, eithéeveloped based on the mass and the energy conservation laws,
the frost density or the frost thickness will be elevated by increagnd was expressed in form of ordinary differential equations as-
ing the air velocity. For those cases with an increasing air velocity
which do not have a significant increase in the frost thickness,
there is always a significant increase in the frost density, and vice 25
versa. For example, in Fig. 8, the frost thickness dataTior
=27.6°C, $=42 percent, and,,= —10.4°C exhibit only slight *
dependence on the air velocity. However, a denser frost layer has™™ 2
been visually observed for the case at a higher air velobfty,
=6.0m/s.

Also lied in Fig. 8 is that a higher air velocity makes the frost L3
layer full growth period appear earlier. This can be recognized [
based on the observation of the melting of the frost. To provide
further insight into the effects of air velocity on frost melting, Fig.
9 shows the experimental results for the history of the frost thick- L
ness at various air velocities. Other environmental variables are 05 -
fixed T,=27.1°C, ¢=71 percent, andT,=-5.1°C. At V [
=2.3m/s, only the monotonic ascending frost layer is seen. When
the air velocity is increased to 6.1 m/s, the frost layer full growth 0 5 i ; i '10 s ” > 30
period can be clearly observed at abbat30 min. For the case at )
V=10.0m/s a three-step ascending pattern is observed, and the ¢ min]
frost layer become; wet after the point marked step 1. A 5"9|9Fg. 11 Comparison in frost thickness between the experimen-
decrease of frost thickness may be found after each step due toifi@jata and the theoretical predictions by Cheng and Cheng
collapse of frost layer caused by the penetration of melted watgr2], for v=4.2m/s, T,=26.9°C, ¢=41 percent, and T,
The feature of the multiple-step ascending frost is recorded per7.2°C

Vapor pressure at frost surface:
P, =C|T, +C,+C,T, +C,I +CT.} + C,T," + C, InT,

V=42ms
$=41%

T,=269C
Tw=-72C

LA S S B e

——o—— Experimental
Theoretical model [22]
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2.5 ness of the frost layer at a sampling time interval of 5 second in
V=6.1mis order to avoid any omission for the rapid changes in the tests. The
0=T2% microscopic image system is designed that the fragile, porous
T.=267°C frost layer may be observed without destruction. The images of
T.=-50°C the frost layer are recorded and the thickness is measured with an
Step 1 image processor on a personal computer. A software-based mi-
crometer having 150 pixels in 1 mm is used to measure the frost
layer thickness. Meanwhile, a theoretical model has been devel-
oped in order to provide deeper insight into the heat and mass
transfer characteristics of the frost layer. Comparison between the
experimental data and the theoretical predictions has been made,
and then relative performance of this model has also been
investigated.

Based on the data recorded per five sec a multiple-step ascend-
ing pattern has been observed for the duration of 30 min for some
particular cases. In the previous studies, the frost growth was re-
corded typically at a sampling time interval of 15 to 30 min during
a 2 to 5 h frost formation process. Therefore, these rapid changes
in the state of the frost layer could not be observed. In the present
study, however, it is found that the frost layer may exhibit a
multiple-step ascending pattern in no more than 30 min. It means
that in a short time the frost layer is possible to reach the frost
layer full growth period under some certain environmental condi-
sociated with necessary property relations. General descriptidons, especially for the cases at higher air temperature, higher air
and further details of this model is available[R2]; therefore, the humidity, or higher air velocity.
development of this model is not addressed herein. The math-The multiple-step ascending pattern of the frost layer is evi-
ematical expressions of the model are listed in Table 2. Note thintly caused by the melting of frost crystals at the frost surface.
the differential equations may be discredited into finite-differencEhe melted water penetrates into the frost layer, stops the frost
form, and the numerical solutions for the histories of frost thickayer from growing up, and causes a densification. It is only when
ness, frost density, and frost surface temperature can be obtaitielthermal resistance is reduced due to the densification that the
under various environmental conditions. The numerical computiost layer starts to grow again. The process of melting, freezing,
tion is terminated either when the freezing point temperature afid frost formation can be repeated several times in 30 min, and
water is reachedthat is, beginning of meltingor the duration of thus results in multiple-step ascending growth.
the experiments is exceeded. The inconsistencies among the previous studies regarding the

Figure 11 shows the results of comparison Yor: 4.2 m/s, T, air temperature and velocity effects on the frost thickness are
=26.9°C, ¢=41 percent, andl,=—7.2°C. The experimental probably caused by the complicated nature of the frost formation
data exhibit a monotonic ascending pattern in the frost thickneggocess. However, any conclusion drawn from the existing infor-
growth, and no melting occurs in 30 min. The numerical predi¢nation should not neglect the role of frost density.
tions basically exhibit a same trend. In this figure, the discrepancyComparisons between the predictions by the theoretical model
between the experimental and the numerical data is nearly celue to Cheng and Cheig2]and the experimental data show that
stant and independent of time, especially in the frost layer growtihe model is useful in predicting the frost growth rate for the frost
period. Not surprisingly, the model is not able to provide accuratayer growth period as well as the onset of frost melting. How-
results for the early stage of the frost formatigimat is, the crystal ever, as expected, for the crystal growth period, the numerical
growth period), in which the cold plate is covered by the separa@edictions of the frost growth rate are in general lower than the
isolated crystal columns, not a uniform frost layer. The predictezkperimental data.
values of the frost thickness are lower than the experimental data
from the beginning: This is because in the earlly crystal growiomenclature
period a larger portion of the cold plate surface is really exposed
to the air and thus results in smaller thermal and mass resistance$pa = Specific heat of dry aifJ/(kg-K)]
to the heat and mass transfer. Com = specific heat of atmospheric di#/(kg-K)]

Figure 12 shows the comparison between the experimental andCp, = Specific heat of water vap¢d/(kg-K)]
the theoretical data for the case with one-step ascending patterns. h = latent heat of solidification of water vappi/kg]

Xs

[mm] 2

Onset on melting

—o—— Experimental

Theoretical model[22]

0.5

L5 B B B B B B B B B B B B

| Y T SOV VR SN T TN S N S I Y N T S R

10 15 20 25 30

t [min]

0|“‘I||||

(=3
W

Fig. 12 Comparison in frost thickness between the experi-
mental data and the theoretical predictions by Cheng and
Cheng [22], for V=6.1m/s, T,=26.7°C, ¢=72 percent, and T,
=—5.0°C

For the case considered in this figure, the numerical computation hy = heat transfer coefficiedV/(m?:K)]

is automatically terminated exactly before onset of melting, which hwu
is marked with “step 1" in this figure. This implies that the the- Ah
oretical model can accurately simulate the trend of the increasing K
frost surface temperature and predict the onset time of melting. ™M

Additional information for the relative performance of the the- My =

oretical model has been further investigated by comparing with
other ODE-kind models proposed by Jones and Pdrke} and ms
Sherif et al[17], based on the same set of property relations. The

results are available in Ref22]. Nu =
Pr
- P
Concluding Remarks p!
vs

In this study the frost formation on a cold plate has been inves- q;
tigated by means of the experimental and theoretical methods. Re
Experimental observations are performed for the early stage of the t
frost growth process. A microscopic image system has been built T

up for recording the frost growth pattern and measuring the thick- V =

Journal of Heat Transfer

mass transfer coefficiefkg/(m?-s)]

latent heat of solidification for vapdd/kg]

thermal conductivitf W/(m-K)]

total mass flux of water vapdkg/(n?-s)]

mass flux of water vapor increasing frost density
[kg/(n?-s)]

mass flux of water vapor increasing frost thickness
[kg/(m?-s)]

Nusselt number

Prandtl number

atmospheric pressuf&l/m?]

= partial pressure of saturated water vafiefm?]

total heat fluxW/m?]
Reynolds number
time [s]
temperaturdK] or [°C]
velocity [m/s]
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Xs = frost thickness{mm] [12] Hayashi, Y., Aoki, A., Adachi, S., and Hori, K., 1977, “Study of Frost Prop-
erties Correlating with Frost Formation Types,” ASME J. Heat Tran$ér,

Greek Symbols pp. 239-245.
_ : [13] Ostin, R., and Andersson, S., 1991, “Frost Growth Parameters in a Forced Air
p = dens_lty[kg/rrf]_ Stream,” Int. J. Heat Mass TransB4, pp. 1009-1017.
¢ = relative hum,d,ty[percent] [14] Meng, F., Gao, W., and Pan Y., 1987, “Growth Rate of Frost Formation
o = humidity ratio[kgd, /Kgqryair Through Sublimation—A Porous Medium Physical Model for Frost Layer,”
Subscripts Proceedings of the 1985 International Symposium on Heat Traridésat
Transfer Science and Technolodyang, B. X., ed., Hemisphere, Washington,
a = atmospheric air pp. 584-593.
f = frost [15] Sami, S. M., and Duong, T., 1989, “Mass and Heat Transfer during Frost
0 = exit of cooling unit Growth,” ASHRAE Trans.,95, pp. 158-165.

[16] Padki, M. M., Sherif, S. A., and Nelson, R. M., 1989, “A Simple Method for

s = frost surface Modeling the Frost Formation Phenomenon in Different Geometries,”
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Effects of Varying Geometrical
Parameters on Boiling From
c.ramaswamy | IMicrofabricated Enhanced

IBM Corporation,

Hopewell Junction, NY 12533 Stru ctu fes

Y. Joshi
G. W. Woodruff School of Mechanical The current study involves two-phase cooling from enhanced structures whose dimensions
Engineering, have been changed systematically using microfabrication techniques. The aim is to opti-
Georgia Institute of Technology, mize the dimensions to maximize the heat transfer. The enhanced structure used in this
Atlanta, GA 30332 study consists of a stacked network of interconnecting channels making it highly porous.
The effect of varying the pore size, pitch and height on the boiling performance was
W. Nakayama studied, with fluorocarbon FC-72 as the working fluid. While most of the previous studies
ThermTech International, on the mechanism of enhanced nucleate boiling have focused on a small range of wall
Kanagawa, Japan 255-0004 superheats (84 K), the present study covers a wider range (as high as 30 K). A larger
pore and smaller pitch resulted in higher heat dissipation at all heat fluxes. The effect of
W. B. Johnson stacking multiple layers showed a proportional increase in heat dissipation (with addi-
Laboratory for Physical Sciences, tional layers) in a certain range of wall superheat values only. In the wall superheat
College Park, MD 20740 range 8-13 K, no appreciable difference was observed between a single layer structure
and a three layer structure. A fin effect combined with change in the boiling phenomenon
within the sub-surface layers is proposed to explain this effect.
[DOI: 10.1115/1.1513575
Keywords: Boiling, Electronics, Enhancement, Experimental, Heat Transfer,
Microstructures
Introduction wall superheat and working fluid. The working fluids in their

study were water, R-11 and liquid nitrogen. For example, in an
Ltlier study by Nakayama et &I], a pore diameter of 14am

% found to result in best performance for wall superheats more
i 2 K in vater. For wall superheats below 2 K, a pore diameter

Enhanced structures are often used to improve the two-ph
heat transfer, over plain surfaces. For example, heat exchan
and process equipment use tubes with engineered features on,
walls that promote boiling/condensation and improve the perfo& 80 um resulted in better performance than .
mance significantysee Thom§1] and webl 2)). In ea]ectronlcs Arsﬁad and Thomé8] coﬁducted experimer]ﬁ/‘as'®| with surfaces
cooling, the heat source area is typically around 1-4,and the  gjnyjar tg Nakayama et aJ7]. They tested three different channel
space around the heat source is limited. Employing an enhancggss_sections—circular, rectangular and triang(ee Fig. 2).
structure can provide a sufficiently large heat transfer &€& ey ohtained best performance with water as the working fluid
unit volume)in this constrained space. Hence, the use of enhancg(i 3 pore diameter of 25am, which is slightly different from the
structures for electrom(_:s coo_llng is a very attractive option.  ore diameter of 18@m obtained by Nakayama et 4l7]. The

A few authors have investigated two-phase heat trangi@ol  channels with triangular cross-section had the best performance at
boiling) from enhanced structures, for electronics cooling. Notésy heat fluxes, but dried out at intermediate heat fluxes. Ma et al.
worthy among them are Okta}3], Nakayama et al[4] and [9] carried out parametric experiments on grooved surfaces cov-
Mudawar and Andersof5]. A sketch of the enhanced surfacegred with fine mesh screens and a thin brass sheet with pores of
developed by these authors, with heat fluxes achieved in pepiferent diametergsee Fig. 2). Using a combination of a 40-mesh
boiling, is shown in Fig. 1. The sketch shows that, in generadcreen and a plate having 160n diameter pores provided the
there are two ways of fabricating the enhanced structures, sintgest performance in waté® W/cn? at a wall superheat of 1 K).
ing metallic particles and using grooved/machined plates witthey also tested grooves of different cross-section—triangular,
very small feature$0.1-0.8 mm). This study focuses on the latterectangular and pentagonal. Their experiments showed that the
category and hence all future discussions in this paper are relevii@ngular grooves performed better than the rectangular grooves
to that. for heat fluxes greater than 8 W/ém

Geometrical features of the enhanced structures play an imporRecently, Chien, and WeHll0] carried out a detailed paramet-
tant role in their boiling performance. A few studies have adic study on an integral fin tube with a copper foil soldered on top.
dressed this by conducting systematic parametric experimenkse copper foil was then pierced to form pores. The effect of
Nakayama et al.6] developed boiling enhancement structures byarying the pore diameter§l20-280 um) for different pore
soldering a thin copper sheet to a copper substrate containiitghes(0.7—3.0 mm), on saturated boiling from R-123 and R-11
rectangular channels. The copper sheet was then pierced to fo¥as examined. The results, in a wall superheat range of 0-3 K
pores of different diameter on top of the chann@lee Fig. 2). Show an optimum pore size of 230m, for which the heat transfer
Their studies on the effect of pore diameter revealed an optimdifefficients were highest. However, beyond a wall superheat of 3

value for best thermal performance, which was a function of tH& @ pore size of 28Qum resulted in a higher heat transfer coef-
ficient than pore size of 23@m. Their data suggest that with an

Contributed by the Heat Transfer Division for publication in tf@JBNAL OF increase in the wall superheat, the optimum pore size increases. A

HEAT TRANSFER Manuscript received by the Heat Transfer Division May 2, 2001/2rger pore pitCerW_EIr number of por_es/c}nesulted in a higher
revision received June 11, 2002. Associate Editor: G. P. Peterson. heat transfer coefficient, for a pore size of 23t and 280um.
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Fig. 1 Enhanced structure in electronics cooling, using FC-72 as the working fluid

However, beyond approximately 2 W/€nthis trend reversed and The above mentioned studigg—10] are limited to a wall su-

a smaller pore pitcHmore pores/cmyesulted in better perfor- perheat in the range 0—4 K. For the fluids used in electronics
mance. For a pore size of 120n, a smaller pore pitch resulted incooling (fluorocarbons or FC fami)y wall superheats as high as
higher heat transfer coefficients at all heat fluxes. From the d&@ K are possible under normal operation. For example, for FC-72
one can conclude that beyond a heat flux of 2 Wicenlarger the saturation temperature at atmospheric pressure is approxi-
number of pores/cm will result in higher heat dissipation. mately 56°C and the maximum allowable chip temperatures may

Top cover
,ﬂ/ Cono: >/ with pores
H, . % ? Channeled base
7 77

s o Y T R
o

Wire mesh E:'? E1E / / 5 ':r:i‘;c;::s
Ma et al. [9] Chien and Webb [10]
Fig. 2 Cross-sectional view of structures used by authors for parametric study
104 / Vol. 125, FEBRUARY 2003 Transactions of the ASME
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Fig. 3 Enhanced structures employed in this study (silicon and copper )

be on the order of 85°C. It is necessary to understand the effect ofThe enhanced structures with multiple layers resulted in geo-

the geometry of surface enhancement features at these wall supegtrical features that are different from previous stufifesi (] in

heat levels. The current investigation aims at studying the effecttbfat they are three-dimensional and the bubble dynamics may be

varying some of the geometrical parameters, of an enhanced strvery different compared to a single layer structure. Structures with

ture, in the wall superheat range 4—30 K, with FC-72 as the worHifferent channel size, pitch and height were used in the current

ing fluid. The enhanced structure used in this study was similar study and the geometrical details are listed in Table 1.

one used by Nakayama et &t] and has a structured array of

pores(more details in next sectignThe particular structure was Eynerimental Setup

chosen because the dimensions can be optimized in a systematig ] o o

fashion, which is one of the goals of this study. The effect of A Schematic of the test facility is shown in Fig(a4. The test

stacking multiple layers of the enhanced structures on the boili§§t-Up consists of evaporator and condenser sections separated by

performance was also studied and the results are included herdl€xible PFA(poly-fluoro-alkoxy tubing with an internal diameter

one-dimensional model to predict the effect of stacking was d@f 3.2 mm. This provides a thermosyphon loop with the condenser

veloped and the predictions compared to the experimental resulticed at a higher elevation compared to the evaporator for liquid
return by gravity. Figure &) shows a detailed sketch of the
evaporator section which consists of a plexiglass enclogit&y

Enhanced Structures ) mm thick walls)of outside dimensions 50 mrbB0 mm x40 mm.

A sketch of the enhanced structure, which was the focus of th’[ﬁe heater assemb|y consists of an Omega Cartridge heater em-
study, is shown in Fig. 3. The structures have an array of rectgsedded into a square copper rébl 1 cnt cross sectional arega
gular channels cut on either side of a substrate and aligned at@megatherm® “201” high thermal conductivity, high temperature
angle of 90 deg to each other. The depth of the channels is m@igste was applied between the heater and the copper rod for good
than half the thickness of the substrate, resulting in the channgisntact. The copper rod was insulated with plexiglass and addi-
intersecting at discrete locations to provide square pores. In thignal Styrofoam insulation to minimize heat loss. The enhanced
study, silicon and copper substrates were used to fabricate $ificture was soldered to one end of this heater assembly.
enhanced structures. The advantage of using silicon is that the=our copper-constantan sheathed thermocou@i€8 mm di-
enhanced structures can be directly bonded on the passive sidgfkter)were embedded at the center of the copper rod starting

a silicon chip(or die), resulting in a lower thermal resistance an¢tom 4 mm below the boiling surface at intervals of 4 mm. These
eliminating coefficient of thermal expansi¢68TE) mismatch.

Two methods of fabrication, compatible with integrated circuits
microfabrication techniques, were used for silicon—wet etchi
and wafer dicing. In wet etching, a silicon wafer wittL0) crystal
orientation was patterned using photolithography and then etc

Mthole 1 Three-dimentional enhanced structures employed in
th({-:A1 current study
e

using a 40 percent KOH solution. In wafer dicing, a high-speg  Structure width o7y | oy | vioteme oty | Tomperss | Materia
saw, with diamond impregnated nickel blades, was used to i ldentification Number | = mm | mm | (um)
the channels one at a time. The width of the channels was var C-027-0.63 270 0.63 0.55 0.85 | Copper
using blades of different thickness. This resulted in pores of di €-0.200.5 200 05 055 085 | Copper
ferent sizes. The structures thus fabricated were then bonded 5-032:0.7D 320 07 0.26 051 Silicon
silicon base plate using thin aluminum f¢2 um), sandwiched 5-0.20-10-W 200 Lo 0.26 050 | Silicon
between the two and annealed at 570°C. Silicon forms a eute$:020:0.7-D 200 07 026 051 | Silicon
with aluminum at this temperature, forming a permanent bond.|5:020:05-W 200 05 026 030 |Silicon
Copper has been used in many of the previous studies ang———c1%1D 150 21 026 051 |Silicon
also included in the present study. The individual copper stru :g:z;:g :zg (1): gj: g: :f:f""“
tures were first fabricated using wire electro-discharge machinir— = = v e oo TS
S.everal layers, depending on the required stack height, were tf S01207D 20 07 0:26 051 Sioon
dip soldered63Pb-37Snjand bonded together at 200°C. A more o075 % 07 026 051 Tsiticon

detailed discussion on these techniques is presented in " wafer dicng
maswamy et alf11] and Ramaswam}12]. W - wet chemical etching
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Fig. 4 (a) Schematic of the thermosyphon loop; and (b) detailed view of the
evaporator

thermocouples were used to calculate the heat flux at the baseeéded 85°C, a limit for most commercial electronics. Finally, the
the enhanced structuf& cn?) by a one-dimensional heat conduc-heat input was decremented through the same values, as it was
tion analysis. Pool temperature in the evaporator section was mesremented, until cessation of boiling.

sured using an embedded copper-constantan thermocouple of 0.08

mm diam_eter. The thermocouple measurements were acquired \Jgsasurements and Uncertainty Analysis

ing a National Instruments data acquisition system interfaced to a ) - )
personal computer and controlled using LabVIEW software. The voltage measurement uncertainty was spg